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Recap
www Note Optimalmean

Or Proportion

Method ExplorationExploitation Optimal found
AIBtesting 100 Exploration Yes Through testing

Greedy 1001 Exploitation NO Localoptimal

4 greedy Explore atrate q Yes eventually

softmak Explore atsoftmax Yes better ranking
prob rate thang greedy

Note SO far greedy Ggreedy and softMax look atthe mean1Proportion at each round 0h11
There is no concern for variability or uncertaintyOf
the reward

we can make optimization more efficientbyaccounting
for the spread or variability of the rewarddistribution
at each round
Twomethods 1 Upperconfidencebound UCB

2 Probabilitymatching Bayesiansampling

Slide iswrong correction
UCB argmnaxfrr.tt 2l09etI
50 forUCB instead of just updating rut as in theprevious

at eachroundmethods we now update rut tfl09Nkt



UCB in Practice
for t I 1

choose arm with argmkaxfrr.tt 2l09aetI

Return arm with highestvalue
This is greedy in nature and can bemademore efficient
by relying on the entiredistribution of rewards

Randomizedprobabilitymatching rewardof arm k up to time t
estimated

Value of interest PC rut is optimal
P rue Max rjt Put

j E l k

we allocate units to arm k With Probability Put

The probability we wrote up Prat can be thought Of
in the following way
12 ri R2 ru Truerewards foreach arm
MCR prior distribution on R

a If rj is a proportion usea etadistribution
or uniform10 1 I
Assume rewards are independent andeach
distributed as UIO l then

K
H R IT I l

j I

b If rj is continous use a NColj 1 distribution
where Mj the initialized reward for armjK
Tin at exp I

1productofnormals



Data Thereward up to time t Thatis rit rat
rt ht rat estimatedvaluesuptoroundt

same aswhatis dool
Generating process f re1R in f greedy

J t truerewardsrewards
uptotimet

Our value of interest canbe thought of as the
posteriordistributionof 12 giventherewards Upto
time t

HI Pat P rn Max r rz ru3 l frit rat

TOget to A is bycalculating
PCR ft rue XtT R f ht rut R

oncewe get 9 we canthensimulate say 1000
timesand calculate the Proportion of times ru
was maximum as our value for Pne

1 rewardsare proportions 7Utedirichlet multinomialmodel
Dirichletposterior

21 rewards are continues 1 Uk normal normalmodel
NormalPosterior

ForProportions

Algorithm Initialize and calculate rewards
4 Normalire to probabilities for f I 2 1

CalculateDirichletPosteriorParameters
for P t Pat

Simulate 1000Samples fromDirichletandcalculate
Put PCrn isMax at time t
PullarmswithprobabilitiesPit Patandupdateprob



For continousValues

Algorithm Initialize andcalculatereward for t 1,2 T

CalculateNormalPosterior Parameters for
r t rut
Simulate 1000Samples fromNormalandcalculate
Pat PCrr is Max at t.net
PullarmswithprobabilitiesPit Patandupdateprob

IT R it f rj xn40,1
iJ t fuk lTin l

j I

RPM RandomizedProb Matching

hasbeenfound to bethemost efficient in terms of
iterationI needed I toidentifytheoptimalcondition
This is viewed by looking at theOptimality ProbabilityPlots

i is optimalandconergesto L
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