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key components 1 Bayesian state of mind

Bayes theorem
2 Bayesian us frequentist

aka Jeff'sstats
3 BayesianModeling Inference

Firstmodels PoissonExponential
Examples a Debuggingcode

b Coin flipping
c change in text behavior
aka changepointProblem



1 Bayesian state ofmind
Maina update priorbeliefswith data

In all Statistics we aim to model an
event or occurrence that is uncertain

Uncertainty is what leads to our use of
probabilitymodels or distributions

Example De buggingcode

we write a script andwant to know the
likelihood there is a bug in it

uncertain event bug or not
Priori I know how often I have a bug

mmmm the first in all off my previous
A script has a bug

scripts

the 9419;99meProbot bug

mmy
data test current script on 3 examples

f AIA O X oftimes weget an error1bug
nvm
mmmm posteriorbelief givenour success rate on

3 new examples what isPICAIX the likelihood mycodehasment a bug

Bayesian inference makes biguse of
conditioning and Bayes rule



MAIN PINA MA 4 PHIAL 117A

marginalizingconstant t f XIA f PFAthatonlydealsw l X
singlenumber won'tchange

a combine
Prior beliefs t data Posterior beliefs
IPCA f KIA 0

distributedas

A Bern 0.99

f XIAO data generatingdensity for the of
times we have a success1no bugs given
our priorbeliefs Binomial 13 O

D The probability ofhaving nobugs
Unknownbut we canguess usingour priorbeliefs

RCAIX Posteriordistribution of having a bug in ourscript given our new runs

Key points i Bayesian inference is completelydoneusingthe Posteriordistribution Prediction
hypothesistests etc

2 TO get that wespecify hopefully natural1
models to our priorbeliefsand data generating
process

3 Posteriordistributions often cannotbe written
down in anuseable form
4Thisrequiresus to usesimulationfromtheposterior
whichwecandousingMCMC



h e andous 9

2 Bayes VS Frequentist Jeff'sStats
consider our bug in the code event A

Erequentisterspective The likelihood our codehas
a bug is the long run frequency
of times we have a bug in our
code That is we imagine we
have ran an infinite ofscripts
andthe prob of a bug is the
proportion of times we had9
bug in these scripts

BayesianPerspective Likelihood our codehas a bug is
an updated belief in our prior
knowledgeusingnew data In this
case weupdate our prior Prob of 0.99
usingdensity describing 3 successes
of current code leadsto posterior
belief



Frequentists data 991100 had bugs before
93 have bugs now

ProbOfbug 99103
weightingdata the same way
distribution

MCAIX a f XIAO PCA

weightof weight of
data prior beliefs

Notes 1 Asmore data becomes available our
priorbeliefsare washedout In fact
the probabilities converge to frequentist beliefs

2 With little data our prioroutweights our
insight fromdata

James thinks it ishealthy
to look at both frequentist
andBayesianmethods as
tools in your toolbelt
use themwhereneeded



3 Bayesian modeling inference
Example Change in texting behavior

Question what is the changePoint
in mean texts received in our data

Data Countsof texts received eachday Ci

Distribution Cin PoissonIN
A meannumber of counts

A change in of texts implies there is a time
t L Tq so that
I t T

prior specify a distribution forthe
Parameter S of the data generating
Process Here this means having

Totemmy PriorsforX andXp
Ifyouhave
ftp.infggtivevaiues X Exp d

IEEE in exam
hyperparameter

Also need prior for whenthechange occurs fi e Y
Y n Discreteuniform11,70 alldaysareequally likely



MagicalMCMC
It allows us to simulate from the Posterior
distributions for
IP T IE a Xi 42 and

PCAj IE a T
T text counts

whichgives us distributions for each

We can then simplify our findings by summarizing
the distributions using the mean median or most
likely value

Nextweek Chapter2
More details willbepostedonSlack


