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Markov chain simulation
Big aim ofMCMC Sample fromposteriors

thatwe don'tknow
pMarkovchain

1 The firstMc givesus a way to sample iteratively
where eachsampledepends on thelastsample

21 Thesamplingalgorithm forms a Markovchain
whose stationarydistribution is theposterior
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