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Chapter 6
Choosingpriors in a smart way

The priordistribution provides a way for the modeler
to incorporate their knowledge 1past experience etc
in the statistical model
Prior specifications aremostimportantIhave thebiggestimpact
Onourmodelwhen we observe few samples of data

1 subjective vsobjective priors
Objective Let the dataspeak

Utilize Past experiments data Physical social
laws to construct a prior

Subjective Allows thepractitioner1modeler to
incorporate their own beliefs about the
Parameters

On the extreme an objective prior themost objectives
will not have any preference for values of the parameter
gives the same likelihood to all possibilities

Leas to a flat prior or a Uca b where a b is the
entire domain of the parameter

In subjective priors we place more weight or probability
on certain values of the Parameter biased our Posterior
to give higher weights on the same region

Where doesdatacome in
If it is completelyobjective then thedata dictates
the values of PCO19
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2 Dirichlet Multinomial model
Dirichlet multivariatebeta distribution

k Probabilityparametersrangingbetween 0,1
Multinomial n objects eachPlaced into one of k 6in

with Probabilitin IT i Tri
Thisis a generalizationofthebinomial distribution andcounts
thenumberOfobjects in each of the K fins
Example Topicmodeling in text analysis Latent

Dirichletallocation is simply an application
ofthismodel
Topicmodeling

Atm Taken documents of text and 6in
them intoK collections ofsimilartopics
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Output Foreachdocument Dj we get a

probability of it belonging to eachtopic


