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Abstract

BESSY II is a third generation synchrotron light source located in Berlin Adlershof. It purpose is to
provide extremely brilliant synchrotron light pulses in the range from long terahertz radiation to
hard X-rays. In the last several years, there is a continuously increasing interest in the short pulse
operation. Therefore the next major upgrade is to enable a storage ring with short and long pulses,
simultaneously. This variable pulse-length storage ring can be achieved due to the installation of
additional superconducting high gradient cavities. The cavities will be assembled into one cryomod-
ule in the T2 section of the storage ring. As this module needs more space then initially assumed,
the idea is to remove two quadrupoles to gain installation length. Linear beam optics computations
with an optimization method were used to switch o� the quadrupoles in simulations. The di�erent
theoretical optics obtained were transfered to the storage ring. For the best solution it was possible
to store high current with reasonable injection e�ciency and lifetime. The proposed optics of this
thesis has to be further optimized in regards to non-linear beam dynamics, but has shown that an
enlargement of the installation length is possible.
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Zusammenfassung

BESSY II ist eine Synchrotronstrahlungsquelle der dritten Generation am Standort Adlershof, wel-
che extrem brilliante Synchrotronpulse im Bereich von langer Terahertzstrahlung bis hin zur harter
Röntgenstrahlung erzeugt. Seit mehreren Jahren gibt es ein kontinuierlich zunehmendes Interesse
am Betrieb mit ultrakurzen Pulsen. Daher soll mit dem nächsten großen Upgrade die gleichzeiti-
ge Erzeugung von kurzen und langen Pulse im Speicherring ermöglicht werden. Dieser Variable
Pulslängen-Speicherring kann durch den Einbau zusätzlicher stark fokussierender supraleitender
Kavitäten realisiert werden. Diese Kavitäten werden in ein Kryomodul in der T2 Geraden des Spei-
cherringes eingebaut. Da dieses Modul mehr Platz braucht als zunächst angenommen, ist die Idee,
zwei Quadrupole auszubauen, um an Einbaulänge zu gewinnen. Mithilfe von linearer Strahloptik
und einer Optimierungsmethode wurden die Quadrupole in Simulationen ausgeschaltet. Anschlie-
ßend wurden die verschiedenen theoretischen Optiken am Speicherring getested. Die beste Lösung
ermöglichte das Speichern eines hohen Strom mit guter Injektionse�zienz und Lebensdauer. Die
vorgeschlagene Optik dieser Arbeit muss in Bezug auf nichtlineare Strahldynamik weiter optimiert
werden, zeigt aber, dass eine Vergrößerung der Einbaulänge möglich ist.
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êy binormal (vertical) unit vector m
ês tangent unit vector m
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Chapter 1

Introduction

The �rst section of this chapter introduces the third generation light source BESSY II. The second
section gives a brief overview over the Variable Pulse Length Storage Ring project (VSR). The chal-
lenge of the cavities’ installation length is showcased in the third section and is the motivation of
this thesis.

1.1 BESSY II - A third generation light source
The third generation synchrotron light source BESSY II is located in Berlin Adlershof and is operated
by the research institute HZB since 1998. Its purpose is to provide extremely brilliant synchrotron
light pulses in the range from long terahertz radiation to hard X-rays. The storage ring has a cir-
cumference of 240 m and is equipped with 50 beamlines. A graphic overview of BESSY II is shown
in Figure 1.1. The most important parameters of the storage ring are listed in Table 1.1.

The electrons are emitted by a DC grid cathode and are accelerated up to 90 keV. In the following
linac their energy is increased up to 50 MeV [2]. Next the electrons are transfered to the booster
synchrotron, where they are accelerated up to 1.7 GeV and are than injected to the storage ring
cumulatively, so that a beam current of 300 mA is maintained (top-up). The electrons can be saved for
up to 10 hours and emit, depending on the type of de�ection (bending magnet, wiggler or undulator),
photon energies up to 15 keV.

At BESSY II it is possible to operate the machine in two di�erent modes. Most of the time the
storage ring is set to the standard user optics with 15 ps bunch length. During two weeks of the year
the lattice is changed to the low alpha optics, which provide buckets with 3 ps bunch length [3]. This
can be realized by reducing the momentum compaction factorαc from 7·10−4 to 4·10−5. The coherent
synchrotron radiation instability leads to a limiting bursting threshold current, which scales with αc.
Therefore the photon �ux has to be reduced signi�cantly in comparison to the standard optics. In
this time high �ux user are not able to run experiments, which is the reason that the low alpha mode
can only be provided for short periods.

1.2 Overview of the BESSY-VSR project
Currently, there is a continuously increasing interest in the short pulse operation from the user
community. Therefore the next major upgrade BESSY-VSR aims to provide short intense pulses by
storing short and long pulses in one storage ring, simultaneously [3]. This variable pulse-length

Table 1.1: Parameters of the BESSY II storage ring.

Parameter Value

nominal energy 1.7 GeV
circumference 240 m
RF-frequency 500 MHz
revolution time 800 ns
beam current 300 mA
number of cells 16
number of bending magnets 32
bending radius 4.361 m
beamlines ± 50
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linac

beam lines

booster
synchrotron

storage ring

Figure 1.1: Floor plan of synchrotron light source BESSY II (extracted from [1]).
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Figure 1.2: Superposition of the cavity voltages for BESSY-VSR (based on [1, 3]). The large slope at t = 0 ns
and t = 4 ns generates short bunches. The small slope at t = 2 ns leads to long bunches.

storage ring can be achieved due to the installation of additional cavities. The superposition of the
0.5 GHz, 1.5 GHz and 1.75 GHz cavity voltages, shown in Figure 1.2, changes the 400 equal buckets
of BESSY II to a bunch length scheme, where long and short buckets alternate.

The long bunches are located at the small voltage gradients, where the voltages of the 1.5 GHz
and 1.75 GHz cavities cancel out. The short bunches, with higher current than in the low alpha
mode, are produced at the high voltage gradient, where the voltages of the cavities add up. This
ful�lls the requirements of the users which need short 2 ps bunches and of the users relying on the
high average beam current, which is mainly stored in the 15 ps long bunches. The goal of BESSY-VSR
is to maintain the current beam quality and adding a new �exibility for user experiments.

1.3 Motivation of this thesis: The challenge of the cavities’
installation length

Two 1.5 GHz and two 1.75 GHz cavities will be assembled into one cryomodule in the T2 section of
the storage ring. This module needs more space than initially assumed. The T2 section of the storage
ring is shown in Figure 1.3. The idea is to remove the two Q5T2 magnets to gain installation length.
According to the simulation lattice �les the two quadrupoles and the adjoining drift spaces have
a length of 70,6 cm. Due to coils and connection elements the e�ective gain of installation length
amounts to 66,0 cm.

Before the Q5T2 magnets in the storage ring lattice can be removed, the in�uence on the beam
dynamics has to be investigated in simulations. The orbit of an accelerator is de�ned by the po-
sition and strength of its bending magnets. The motion of particles with a small spatial o�set is
largely dominated by the linear order multipole terms. Higher order multipoles are used for the
compensation of higher order e�ects and have not been taken into account in this thesis. Hence for
fundamental lattice design and optimization tasks the optics has �rst to be optimized in regards to
the linear order.

To compensate the switch o� of the Q5T2 quadrupoles the other quadrupoles have to be adjusted.
Thereby the goal should be to maintain the most important transverse linear beam parameters as
the beta functions, the tunes or the momentum compaction factor. An introduction into transverse
linear beam optics in circular accelerators is provided in the next chapter.
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BII lattice files:

T2

Gain: 0.706 m

Gain: 0.660 m

Vacuum / construction department:

drift section DK + 2 quadrupoles Q5 = 5.612 m

drift section DK = 4.906 m0.353 m 0.353 m

modul + vacuumgroup = 4.670 m

modul + vacuumgroup + 2 quadrupoles = 5.330 m

modul = 4.120 m 0.271 m

0.330 m

0.271 m

0.330 m

Figure 1.3: The cryomodule and the magnets of the T2 section (dipole-yellow, quadruple-red, sextupole-green).
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Chapter 2

Transversal beam dynamics in
circular accelerators

This chapter introduces the important methods and physics of transverse motion of particles in
circular accelerators. This thesis only considers the linear order of beam optics, which are called
so in analogy to geometrical light optics. Its physical concepts were developed by Courant and
Snyder [4]. The following introduction to linear beam optics forms the basis of my python tool.

The books from Klaus Wille [5], Frank Hinterberger [6] and Helmut Wiedemann [7] are the key
sources for this chapter. However the notation and conventions will slightly di�er to match the
Elegant [8] style, which I used as main reference for my simulations.

2.1 Equation ofmotion of charged particles inmagnetic �elds
In this section the equations of motion for linear beam optics are derived. The fundamental force on
a particle with the charge q and velocity v is called the Lorentz force:

FL = FE + FB = q E + q v × B. (2.1)

As an electron in a modern synchrotron radiation source is moving almost with the speed of light c0
only the magnetic part FB is of particular interest in the following. Electric �elds with an e�ect in
the same magnitude are technically not feasible.

The �rst subsection introduces the standard coordinate system of accelerator physics, which
minimizes the mathematical e�orts and which is especially helpful for the multipole expansion of
the magnetic �eld in the second subsection. The linear approximation of the equations of motion in
the third subsection is the essential foundation for the transfer matrix method in the next section.

2.1.1 The co-moving coordinate system
The ideal beam trajectory in an accelerator is de�ned by the position and design of its beam guiding
magnets. This perfect trajectory is called the orbit. It is useful to describe the motion of a particle in

z

Figure 2.1: Co-moving curvilinear Frenet-Serret coordinates.
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êx êxo
êso
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êx

êxo

êso
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êxo sin φ

êso cos φ

êxo cos φ

êso sin φ

Figure 2.2: Rotation of the Frenet-Serret frame around the y-axis.

relation to it. Therefore we introduce the orthogonal coordinate system K = (x ,y, s ) whose origin
follows along the orbit. This curvilinear coordinate system with the basis vectors

ês (s ) =
dr0 (s )

ds unit vector tangent to the orbit

êx (s ) normal (horizontal) unit vector
êy (s ) = ês (s ) × êx (s ) binormal (vertical) unit vector (2.2)

is also known as Frenet-Serret system. While the s-axis moves tangential to the orbit, the x-y plane is
perpendicular to it. The s coordinate is de�ned by the distance covered on the orbit. The z coordinate
corresponds to the path length of the individual particle trajectory. The horizontal and vertical
coordinates are labeled with x and y. For statements which are valid for both transversal planes
we will use the general variable u. The horizontal and vertical radii of curvature of the orbit are
identi�ed with ρ0x and ρ0y

1. Accordingly κx0 = ρ−1
0x and κy0 = ρ−1

0y are the horizontal and vertical
curvatures of the orbit, respectively.

The position of the individual particle in the laboratory frame2 is given as the sum of its coordi-
nates in the Frenet-Serret system and of the orbit position r0 (s )

r(x ,y, s ) = r0 (s ) + x (s ) êx (s ) + y (s ) êy (s ). (2.3)

To derive the equations of motion due to the Lorentz force we have to get the �rst and second time
derivatives of the position vector r. As the orbit position s of a particle is clearly de�ned for each
time t, we can choose s as independent variable. The orbit position vector r0 changes with dr0 = êsds .
Using the chain rule the �rst time derivative of (2.3) can be written as

ṙ =
dr
ds

ds
dt =

dx
ds ṡ êx + x ṡ

dêx
ds +

dy
ds ṡ êy + y ṡ

dêy

ds + ṡ ês. (2.4)

The change of the basis vectors is exemplary shown for the horizontal plane in Figure 2.2. The
geometric relation of rotation angle φx0 to the tangential vector ês and to the normal vector êx is
given by:

êx = cosφ êx0 + sinφ ês0

ês = − sinφ êx0 + cosφ ês0 (2.5)

There is an analogous relation for the vertical plane. With the horizontal and vertical de�ecting
angles of the orbit

dφx0 = κx0 ds
dφy0 = κy0 ds . (2.6)

1 In our de�nition of the Frenet-Serret system the x-axis points to the left of the beam direction. Therefore the horizontal
and vertical radius of curvature for a particle bended to the right in the direction of travel is positive and vice versa. It
is also common to de�ne the x-axis so that it points to the right. In such a coordinate system the sign of the curvature
would change.

2 The Frenet-Serret frame is a non-intertial reference frame. To avoid the complexitiy of general relativity it is necessary
to add the position of the coordinate origin r0 (s ).
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we can write down the derivative of the basis vectors with respect to the orbit position s:

dêx (s )

ds =
dφx0
ds

dêx
dφx0

= κx0 ês (s )

dêy (s )

ds =
dφy0

ds
dêy

dφy0
= κy0 ês (s )

dês (s )

ds =
dφx0
ds

dês
dφx0

+
dφy0

ds
dês

dφy0
= −κx0êx (s ) − κy0 êy (s ) (2.7)

Substitution of (2.7) into (2.4) and using h = 1 + κx0x + κy0y yields

ṙ = x ′ṡ êx + y
′ṡ êy + h ṡ ês. (2.8)

Here the derivative with respect to s is denoted with the prime symbol. The second time derivative
of the position vector can be derived by using the chain rule again r̈ = dṙ

ds
ds
dt

3:

r̈ =
(
x ′′ṡ2 + x ′s̈ − hκx0ṡ

2
)
êx +

(
y ′′ṡ2 + y ′s̈ − hκy0ṡ

2
)
êy +

(
2κx0x

′ṡ2 + 2κy0y
′ṡ2 + hs̈

)
ês, (2.9)

With the equations (2.8) and (2.9) we found the representation of the velocity and acceleration of
a particle in our new coordinate system. Due to the introduction of the co-moving Frenet-Serret
system we have coordinates which are directly related to the particles deviations from the orbit.

2.1.2 Multipole expansion of the magnet �eld
When steering a charged particle in an accelerator the Lorentz force supplies the centripetal force

Fcentripetal = FLorentz

−mv2 κ = q (v × B). (2.10)

Here the mass m corresponds to the relativistic mass. κ = (κx,κy,κs ≈ 0) is the curvature of the
particle trajectory. As we restrict us to purely transversal magnetic �elds and as the transversal
velocity components of a relativistic particle beam are small compared to its velocity

vx � v, vy � v, vz ≈ v, (2.11)

pz equals with good approximation p. Thus from (2.10) the horizontal and vertical curvatures are
given by4

κx (x ,y, s,p) =
q

p
By (x ,y, s )

κy (x ,y, s,p) = −
q

p
Bx (x ,y, s ).

(2.12)

As the magnetic �eld could be an arbitrary function it is useful to simplify it further. An appropriate
approach is to expand the magnetic �eld into a sum of multipoles. In theory this is possible for any
magnetic �eld. Due to the Frenet-Serret frame we are able to expand the magnetic �eld at the orbit
x0 = y0 = 0. For the vertical magnetic �eld along the x-axis this leads to

By (x ,y = 0) = By0 +
dBy
dx x +

1
2

d2By

dx2 x2 +
1
6

d3By

dx3 x3 + ... .

dipole quadrupole sextupole octupole (2.13)

Each term can be identi�ed with a multipole. The ideal dipole �eld has only a non zero dipole
component. For the perfect quadrupole only the linear term is non zero, etc. The simplest way to
realize the �rst four multipoles is shown in Figure 2.3. It can be observed that the electric wires cause
an magnetic �eld which in the inside corresponds to the particular term of the expansion. With the
transition to the outer areas the discrepancies compared to the ideal multipoles increases. In practice
3 We assume κ̇x0 = κ̇y0 = 0.
4 The sign comes due to the convention of the Frenet-Serret coordinates.
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Figure 2.3: The di�erent multipoles and their �eld lines. In the upper row the magnetic �elds are produced
due to the arrangement of electric currents. The �eld lines below are the pure components of the multipole
expansion. The bottom row shows the vertical magnetic �eld By along the x-axis at y = 0. Here the graph of
real multipole corresponds to the black solid line. The graph of the respective expansion term is marked with
a red dashed line.

Table 2.1: The di�erent types of magnets and their general e�ect on the particle motion.

magnet type term e�ect

dipole κx0 =
q
p By particle bending along a given path

quadrupole k =
q
p

dBy
dx transversal focusing

sextupole m =
q
p

d2By
dx 2 compensation of chromaticity

there a certain techniques to extend the useful �eld regions. For accelerators it is common to use
another con�guration of the coils. Furthermore the magnetic �eld is enhanced by iron yokes.

By substituting (2.13) into (2.10) it follows that

κx (x ,p) =
q

p
By0 +

q

p

dBy
dx x +

1
2
q

p

d2By

dx2 x2 +
1
6
q

p

d3By

dx3 x3 + ...

= κx0 (p) + k (p)x +
1
2m(p)x2 +

1
6o(p)x

3 + ... .
(2.14)

There is an equivalent expression for the vertical plane. We can observe that the curvature of the
trajectory only depends on the strength of the respective multipole and the transversal coordinates.
Consequently the movement of a particle with a small o�set to the orbit is dominated by the lower
order terms. Only taking dipoles and quadrupoles into account is called linear beam optics. The most
important multipoles and general e�ects on the particle trajectory are listed in Table 2.1.

2.1.3 Formulating the equations of motion in linear beam optics
Now we can formulate the equations of motion. The magnetic part of the Lorentz force (2.1) can be
written as

r̈ =
q

m
(ṙ × B). (2.15)



2.1. Equation of motion of charged particles in magnetic �elds 9

particle trajectory

orbit

dz

ds

u

Figure 2.4: Di�erence in path length between orbit and particle trajectory.

With substituting the �rst (2.8) and second (2.9) time derivative of the position vector in (2.15) we
obtain

x ′′ṡ2 + x ′s̈ − h κx0 ṡ
2 = −

q

m
Byhṡ

y ′′ṡ2 + y ′s̈ − h κy0 ṡ
2 =

q

m
Bxhṡ . (2.16)

These are the equations of motion for a charged particle. There are no approximations made so
far. In principle we could numerical integrate (2.16) and would obtain the particle trajectory. The
advantage of linearizing the equations of motion is that we can develop a formalism with analytic
quantities which describe the beam dynamics.

As shown in Figure 2.4 the relation between the orbit length and the particle trajectory is in
linear approximation given by

dz = (1 + κx0x )ds + O (2) . (2.17)

With v = dz
dt the momentum of a particle p can be written as

p =mv ≈m(1 + κx0x ) ṡ =mhṡ . (2.18)

Apart from velocity changes, the second time derivate of the orbit coordinate of a particle is e�ected
by two aspects. First an o�set in a bending section leads to a di�erent path length and ṡ changes.
This complies to the �rst term in (2.17). Secondly a particle with an angle divergence to the orbit
travels in a slightly di�erent direction. Here ṡ decreases. This corresponds to the higher order terms
in (2.17). As the transversal velocity components of a relativistic particle beam are small compared
to its longitudinal components, the o�set changes slowly. Therefore the second time derivative of
the orbit position is negligible and we can assume

s̈ ≈ 0. (2.19)

Due to the Lorentz factor γ equally fast particles in a relativistic bunch can have small discrepancies
in momentum. Therefore it is useful to de�ne the relative momentum error δ = ∆p

p0
from the nominal

momentum p0. As these deviations are still small we can expand the momentum p at p0 in δ up to
the linear order

1
p
=

1
p0

1
1 + δ =

1
p0

(1 − δ + O (2)). (2.20)

Applying (2.18), (2.19) and (2.20) to (2.16) yields

x ′′ − (1 + κx0x ) κx0 = − (1 − δ ) (κx0 + kx ) (1 + κx0x )
2

y ′′ = (1 − δ ) k (1 + κx0x )
2 . (2.21)
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By multiplying all parentheses while retaining only linear and quadratic terms in x , y and δ we
obtain

x ′′(s ) +
[
κ2

x0 (s ) + k (s )
]
x (s ) = κx0 δ

y ′′(s ) − k (s ) y (s ) = 0. (2.22)

These are the equations of motion in linear order. They are the foundation for my python tool.

2.2 The transfer matrices of the hard-edge model
To describe the full motion of a single particle in the three dimensional space six phase space coor-
dinates are needed. Instead of the most common set of coordinates (x ,y, z,px,px,pz) we are using

X(s ) =

*........
,

x (s )
x ′(s )
y (s )
y ′(s )
l (s )
δ (s )

+////////
-

=

*........
,

horizontal o�set
horizontal slope

vertical o�set
vertical slope

longitudinal o�set
relative momentum error

+////////
-

, (2.23)

where, as we did not a Lorentz transformation, all coordinates are measured in the laboratory frame.
Due to the linear approximation of the equations of motion the transition from initial coordinate
vector X(s ) to that one after any arbitrary path length X(s + L) can be represented by the matrix
multiplication

X(s + L) = R(s, s + L) · X(s ). (2.24)

Here R(s ) corresponds to the 6 × 6-dimensional transfer matrix. Our task is now to �nd the ma-
trix representations for the particular element sections, especially for the drift space, dipole and
quadrupole.

The entries for transversal o�set u (s ) and slope u ′(s ) can be found by solving (2.22). The longi-
tudinal o�set l (s ) is mainly changed by two e�ects. Firstly it depends on the di�erence between the
trajectory length Z and orbit length L in the particular element. With the linear approximation from
(2.17) we �nd for the path length Z =

∫ s
0 (1+κx0x )ds . Secondly the time for a particle with di�erent

velocity on the same path is scaled by the factor ∆v
v0

. For the longitudinal o�sets we obtain

l (s ) = l0 − (Z − L) + L
∆v

v0

≈ l0 −

∫ s

0
κx0xds + L

γ 2 δ0, (2.25)

where we used the approximation ∆v
v0
≈ 1

γ 2
∆p
p0

from relativistic kinematics:

dp
dv =m0γ +m0

v2

c2 γ
3 =m0γ

3 (
1
γ 2 +

v2

c2 ) =m0γ
3 =

p

v
γ 2 (2.26)

Without radiation and external in�uences the momentum of a particle stays constant. Hence the
trivial equation for the relative momentum o�set

δ (s ) = δ (0) = δ0 (2.27)

leads to a bottom row of the transfer matrix, where only one entry is nonzero.

Drift space
For the drift space κx0 (s ) = k (s ) = 0, therefore (2.22) simpli�es to

x ′′(s ) = 0
y ′′(s ) = 0 , (2.28)
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which is a homogeneous second order linear di�erential equations. With the initial conditions for
both transversal planes (u (0) = u0,u

′(0) = u ′0), this is satis�ed by

u (s ) = 1 · u0 + s · u
′
0

u ′(s ) = 0 · u0 + 1 · u ′0 . (2.29)

As the orbit in the drift space and quadrupole has no curvature, from (2.25) it follows that

l (s ) = l0 +
L

γ 2δ0 . (2.30)

With (2.29),(2.30) and (2.27) the transfer matrix of the drift space is given by

Rdrift =

*........
,

1 L 0 0 0 0
0 1 0 0 0 0
0 0 1 L 0 0
0 0 0 1 0 0
0 0 0 0 1 L/γ 2

0 0 0 0 0 1

+////////
-

. (2.31)

Dipole magnet
For the solution of (2.22) for the dipole and quadrupole we assume a constant �eld along the longi-
tudinal magnet axis. This approximation of a Heaviside function shaped �eld is known as the hard
edge model. With κx0 (s ) = const and k (s ) = 0 in the dipole magnet we obtain

x ′′(s ) + κ2
x0x (s ) = κx0 δ

y ′′(s ) = 0 . (2.32)

The solution of the vertical plane y (s ) corresponds to that one of the drift space. For the horizontal
plane we have a inhomogeneous second order linear di�erential equation. Here the solution is given
by the sum of the complementary and the particular solution x (s ) = xhomo+xpart. The homogeneous
part corresponds to the harmonic oscillator

xhomo = C1 cosκx0s +C2 sinκx0s . (2.33)

As the inhomogeneous part of (2.32) is constant, for the particular solution it follows that

xpart = const → xpartκx0
2 = δκx0 → xpart =

δ

κx0
. (2.34)

With the initial conditions (x (0) = x0,x
′(0) = x ′0) and de�ection angle φ0 = κx0s the solution of the

horizontal plane is given by

x (s ) = cosφ0 · x0 +
1
κx0

sinφ0 · x ′0 +
1
κx0

(1 − cosφ0) · δ0

x ′(s ) = −κx0 sinφ0 · x0 + cosφ0 · x ′0 + sinφ0 · δ0 . (2.35)

By substituting (2.35) into (2.25) the longitudinal o�set can be calculated by

l (s ) = l0 − sinφ0 · x0 −
1
κx0

(1 − cosφ0) · x
′
0 +

(
φ0

κx0γ 2 −
1
κx0

(φ0 − sinφ0)

)
· δ0 . (2.36)

For the transfer matrix of the dipole magnet we obtain

Rsector dipole =

*.........
,

cosφ0
1
κx0

sinφ0 0 0 0 1
κx0

(1 − cosφ0)

−κx0 sinφ0 cosφ0 0 0 0 sinφ0
0 0 1 L 0 0
0 0 0 1 0 0

− sinφ0 − 1
κx0

(1 − cosφ0) 0 0 1 φ0
κx0γ 2 −

1
κx0

(φ0 − sinφ0)

0 0 0 0 0 1

+/////////
-

(2.37)
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bending magnet

orbit

Figure 2.5: Weak focusing of a dipole magnet.

This is the transfer matrix for a sector dipole, which is shaped the way that its entrance and exit
areas are perpendicular to the orbit. For several design reasons often rectangular dipoles are used.
As they change the entrance and exit edge angle, this in�uences the trajectory for particles with
a transversal o�set. Due to geometrical considerations (see Appendix B) this e�ect known as edge
focusing can be expressed by the matrix

Redge =

*........
,

1 0 0 0 0 0
κx0 tanα 1 0 0 0 0

0 0 1 0 0 0
0 0 −κx0 tanα 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

+////////
-

, (2.38)

where α corresponds to angle di�erence from a sector dipole. The transfer matrix of a rectangular
dipole is given by

Rrectangular dipole = Redge · Rsector dipole · Redge . (2.39)

Quadrupole magnet
With κx0 (s ) = 0 and k (s ) = const for the quadrupole magnet (2.22) yields

x ′′(s ) + kx (s ) = 0
y ′′(s ) − kx (s ) = 0 . (2.40)

This is a homogeneous second order di�erential equation and has the same solution like the com-
plementary part of the dipole. For the horizontal focusing quadrupole k > 0 this is satis�ed by

x (s ) = cos
√
ks · x0 +

1
√
k

sin
√
ks · x ′0

x ′(s ) = −
√
k sin

√
ks · x0 + cos

√
ks · x ′0

y (s ) = cosh
√
ks · y0 +

1
√
k

sinh
√
ks · y ′0

y ′(s ) =
√
k sinh

√
ks · y0 + cosh

√
ks · y ′0. (2.41)

The longitudinal solution of the quadrupole magnet is analogous to the drift space. The transfer
matrix for the horizontal focusing quadrupole can be written:

Rquadrupole,v =

*..........
,

cos
√
kL 1√

k
sin
√
kL 0 0 0 0

−
√
k sin

√
kL cos

√
kL 0 0 0 0

0 0 cosh
√
kL 1√

k
sinh
√
kL 0 0

0 0
√
k sinh

√
kL cosh

√
kL 0 0

0 0 0 0 1 L/γ 2

0 0 0 0 0 1

+//////////
-

(2.42)
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The transfer matrix for the vertical focusing quadrupole results from swapping the transversal block
matrices and using the absolute value of |k |:

Rquadrupole,h =

*..........
,

cosh
√
kL 1√

k
sinh
√
kL 0 0 0 0

√
k sinh

√
kL cosh

√
kL 0 0 0 0

0 0 cos
√
kL 1√

k
sin
√
kL 0 0

0 0 −
√
k sin

√
kL cos

√
kL 0 0

0 0 0 0 1 L/γ 2

0 0 0 0 0 1

+//////////
-

(2.43)

We are now able to calculate the trajectory of a particle through any arbitrary number N of magnets:

X(s + L) = RN · ... · R2 · R1 · X(s ) (2.44)

2.3 Twiss parameters (Courant-Snyder functions)
The in section 2.2 derived transfer matrices method is in principle possible for any desired number
of particles, but is very impractical for many particles and allows only numerical investigations.
Therefore it would be useful to have an analytical formalism for the entire beam. Such a description
were develop by Courant and Synder [4] and is given by the Courant-Synder functions. These, also
called Twiss parameters, can be obtained by separating the e�ects of on- and o�-momentum motion.

Therefore we �rst solve the linear equations of motion (2.22) for the dispersion-free case. This
leads us to the fundamental value of transversal beam motion, the beta function β (s ). Afterwards
we introduce the dispersion function η(s ) to describe the in�uence of momentum deviations on the
transversal motion. O�-momentum e�ects on the longitudinal path length are describe by the mo-
mentum compaction factor α .

2.3.1 Betatron oscillation
By neglecting the o�-momentum terms and substituting K (s ) = κ2

x0 (s ) + k (s ) for the horizontal and
K (s ) = −k (s ) for the vertical plane, the linear equations of motion (2.22) simplify to

u ′′(s ) + K (s )u (s ) = 0, (2.45)

where u can be either x or y. This, also known as Hill equation, is a second-order linear ordinary
di�erential equation, where the periodicity length of coe�cient K (s ) = K (s + C ) is given by the
circumference C of the orbit. According to Floquet’s theorem a solution of (2.45) can be written as
product of a periodic function and an exponential function [9]. Hence the real part of the Floquet
solution is given by

u (s ) =
√
ϵ
√
β (s ) cos(ψ (s ) +ψ0), (2.46)

where emittance ϵ and initial phase ψ0 are integration constants. Inserting (2.46) and its second
derivative into (2.45) yields

√
ϵ
( 1

2ββ
′′ −

1
4β
′2 − β2ψ ′2 + β2K (s )

)
cos(ψ (s ) +ψ0) +

√
ϵ (β ′ψ ′ + βψ ′′) sin(ψ (s ) +ψ0) = 0. (2.47)

As (2.47) must be true for all phasesψ (s ), we obtain the two relations

1
2ββ

′′ −
1
4β
′2 − β2ψ ′2 + β2K (s ) = 0

β ′ψ ′ + βψ ′′ = 0. (2.48)

Integrating the second equation twice and choosing the integration constant equal to one, leads us
to the betatron phase

ψ (s ) =

∫ s

0

ds̄

β (s̄ )
. (2.49)
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Figure 2.6: The envelope of a particle beam at the example of a FODO cell. The betatron oscillation for 33
electrons with an emittance of 5 nm rad is shown in the right graphic.

In circular accelerators the number of betatron oscillations per revolution

Q =
1

2π

∫ s+C

s

ds̄

β (s̄ )
(2.50)

is called the tune. As the initial betatron phase ψ0 is di�erent for each particle, there is always a
particle which satis�es cos(ψ (s ) +ψ0) = ±1. Consequently the envelope of the particle beam is given
by

E (s ) = ±
√
ϵ
√
β (s ), (2.51)

where ϵ is the largest emittance of all particles. The function β (s ) is called the beta function and
is one of the Twiss parameter. It is directly related to the transverse size of the entire beam and is
therefore one of the most important quantities in circular accelerator physics. The meaning of the
beta function for the single particle trajectory as well as for the trajectories of many particles is
shown in Figure 2.6.

2.3.2 The phase space ellipse
Di�erentiating (2.46) with respect to the orbit position s yields

u ′(s ) = −

√
ϵ√
β (s )

(α (s ) cos(ψ (s ) +ψ0) + sin(ψ (s ) +ψ0)) , (2.52)

where we introduced the Twiss parameter α (s ) := −β
′ (s )
2 and used the relationψ ′(s ) = 1

β (s ) . Rewrit-
ing (2.46) and (2.52) as

cos(ψ (s ) +ψ0) =
u (s )
√
ϵ
√
β (s )

sin(ψ (s ) +ψ0) =

√
β (s )u ′(s )
√
ϵ

+
α (s )u (s )
√
ϵ
√
β (s )

(2.53)

and using the Pythagorean trigonometric identity sin2 θ + cos2 θ = 1 leads us to

1 + α2 (s )

β (s )
u2 (s ) + 2α (s )u (s )u ′(s ) + β (s )u ′2 (s ) = ϵ . (2.54)

With the introduction of another Twiss parameter γ (s ) := 1+α 2 (s )
β (s ) (2.54) can be written as

γ (s )u2 (s ) + 2α (s )u (s )u ′(s ) + β (s )u ′2 (s ) = ϵ . (2.55)

This is the representation of an ellipse in theu-u ′ phase space. Consequently the betatron oscillation
of a particle with the transverse coordinates (u,u ′) can be described by the movement along the
continuous changing surface of an ellipse in phase space. The emittance ϵ is a constant of motion
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Figure 2.7: The phase space ellipse is illustrated for two orbit positions s1 and s2. Due to the betatron oscillation
a particle moves along the surface of the transforming ellipse. The position of an individual particle (red marked
dot) is de�ned by the betatron phase ψ (s ) + ψ0. The shape and size of the ellipse is determined by the Twiss
parameters and by the Courant-Synder invariant.

and is therefore also called Courant-Synder invariant. This is in accordance with Liouville’s equation
(See Appendix C)

dρ (q,p, t )
dt = 0 (2.56)

and with the resulting Liouville’s theorem5, which states that the phase space distribution ρ (q,p, t ) of
N non-interacting particles in conservatives systems is constant along any path. Thus their occupied
volume A = πϵ in phase space is conserved6. As shown in Figure 2.7 the shape of the phase space
ellipse is de�ned by the Twiss parameters, what means that the motion of the entire beam can be
described by the transformation of the Courant-Synder functions.

2.3.3 Transformation of the Twiss parameters
To obtain the transformation of the phase space ellipse we write (2.55) as

(
u (s ) u ′(s )

) (
γ (s ) α (s )
α (s ) β (s )

) (
u (s )
u ′(s )

)
= ϵ . (2.57)

With the beta matrix

B(s ) =
(
β (s ) −α (s )
−α (s ) γ (s )

)
(2.58)

and R = R(s,L) we can write

ϵ = XT (s )B−1 (s )X(s )

= XT (s )RT (RT )−1B−1 (s )R−1RX(s )

= (RX(s ))T (RB(s )RT )−1 (RX(s ))

= XT (s + L) (RB(s )RT )−1X(s + L)

!
= XT (s + L)B−1 (s + L)X(s + L), (2.59)

5 Liouville’s theorem was initially developed in statistical physics to describe the time evolution of a classical ensemble
of systems in phase space. It is applicable to an electron beam due to the fact that a system of N non-interacting
particles can be understood as a statistical ensemble. Furthermore the theorem is only valid for particles with the same
Hamiltonian. This requirement is ful�lled in regard that all electrons are identical and see the same external magnetic
�elds.

6 Identical particles with the same Hamiltonian can not cross in phase space. Consequently the inner and outer points of
any region G cannot to propagate through the surface area ∂G . Thus the number of phase space points within G stays
constant. As the phase space distribution is constant, the phase space volume of G must be conserved.
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constant. The emittance ϵ of the particles on the ellipse is 5 nm rad.

where we inserted the identity R−1R in the �rst step and used the relation X(s ) = R(s,L)X(s + L).
The last step must be true as (2.57) must be valid for all orbit positions. The transformation for the
beta matrix is therefore given by

B(s + L) = R(s,L) · B(s ) · RT (s,L). (2.60)

The di�erent e�ects of the drift section, the dipole and the quadrupole on the phase space ellipse is
shown in Figure 2.8. To calculate the initial values for the Twiss parameters we use the periodicity
conditions of circular accelerators:

β (s ) = β (s +C0)

α (s ) = α (s +C0)

γ (s ) = γ (s +C0) (2.61)

Inserting (2.61) into (2.60) yields

B(s ) = R(s,C0) · B(s ) · R(s,C0)
T , (2.62)

where R(s,C0) corresponds to the one-turn-matrix. Multiplying(
β (s ) −α (s )
−α (s ) γ (s )

)
=

(
R11 R12
R21 R22

) (
β (s ) −α (s )
−α (s ) γ (s )

) (
R11 R21
R12 R22

)
, (2.63)

leads to
β (s ) = R2

11 β (s ) − 2R11R12 α (s ) + R2
12 γ (s )

α (s ) = −R11R12 β (s ) + (R11R22 + R
2
12) α (s ) + R12R22 γ (s )

γ (s ) = R2
12 β (s ) − 2R12R22 α (s ) + R2

22 γ (s ), (2.64)

where we used R12 = R21. By solving the system of linear equations (2.64) we obtain the initial values
of the Twiss parameters

β (s ) =
2R12√

2 − R2
11 − 2R12R21 − R

2
22

α (s ) =
R11 − R22

2R12
β (s )

γ (s ) =
1 + α2 (s )

β (s )
. (2.65)

From (2.65) we see that stable solutions only exist for

2 − R2
11 − 2R12R21 − R

2
22 > 0. (2.66)
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2.4 O� momentum motion

2.4.1 The periodic dispersion function
To describe the in�uence of the momentum deviation on the transverse particle motion we introduce
the dispersion function

η(s ) =
dx (s )

dδ , (2.67)

which can be interpreted as the additional transverse o�set of a particle with relative momentum
error δ = 1. Consequently the transverse position of a particle with any momentum deviation can
be written as the sum of the betatron oscillation uβ and the dispersion caused o�set uδ :

u (s ) = uβ (s ) + uδ (s ) = uβ (s ) + η(s )δ (2.68)

The dispersive term in the linear equations of motion (2.22) is only non zero for κx0 , 0, which
corresponds to a bending section. The equations of motion for a dipole were already solved in
section 2.2. With u (s ) = η(s ) (2.35) can be written as7

η(s + L) = cosφ0 · η(s ) +
1
κx0

sinφ0 · η′(s ) +
1
κx0

(1 − cosφ0)

η′(s + L) = −κx0 sinφ0 · η(s ) + cosφ0 · η′(s ) + sinφ0 . (2.69)

The transformation of the dispersion function can be written in matrix representation

*.
,

η(s + L)
η′(s + L)

1
+/
-
=
*..
,

cosφ0
1
κx0

sinφ0
1
κx0

(1 − cosφ0)

−κx0 sinφ0 cosφ0 sinφ0
0 0 1

+//
-

*.
,

η(s )
η′(s )

1
+/
-
. (2.70)

The periodicity conditions in a circular accelerator are also valid for the dispersion function:

η(s ) = η(s +C0)

η′(s ) = η′(s +C0) (2.71)

Inserting (2.71) into (2.70) yields

η(s ) = R11η(s ) + R12η
′(s ) + R13

η′(s ) = R21η(s ) + R22η
′(s ) + R23. (2.72)

Solving (2.72) and using the relation det(R) = 1 we obtain the initial values for the dispersion
function

η(s ) =
R12η

′(s ) + R13
1 − R11

η′(s ) =
R21R13 + R23 + R11R23

2 − R11 − R22
. (2.73)

2.4.2 Momentum compaction
Due to the dispersion caused o�set the path length changes. The variation of the path length from
the orbit length can be described by the momentum compaction factor

αc =
∆Cδ /Cβ

δ
with C = Cβ + ∆Cδ , (2.74)

where C corresponds to the path length of a dispersive particle for one revolution. Cβ is the path
length of an on-momentum particle and ∆Cδ is the di�erence in path length caused by the momen-
tum deviation. The circumference of the orbit is identi�ed with C0. With the linear approximation
7 Here the dispersion function η (s ) corresponds to the horizontal dispersion ηx (s ) as the particle bending is only in the

horizontal plane.
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p > p0

bending magnet

Figure 2.9: Momentum dispersion in a dipole magnet.

of the path length element dz ≈ (1 + κx0x )ds we can write

∆Cδ = C −Cβ =

∫ C

0
dz −

∫ Cβ

0
dz ′

=

∫ C0

0
1 + κx0 (s ) (uβ (s ) + uδ (s ))ds −

∫ C0

0
1 + κx0 (s )uβ (s )ds

= δ

∫ C0

0
κx0 (s )η(s )ds . (2.75)

For particles with betatron oscillation uβ (s ) = 0 the path length Cβ equals the orbit length C0. Here
the momentum compaction factor can be interpreted as the mean value of κx0 (s )η(s ) along the orbit:

αc =
1
C0

∫ C0

0
κx0 (s )η(s )ds (2.76)
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Chapter 3

Lattice design for the BESSY II
storage ring

This chapter provides a condensed overview of the lattice design for the BESSY II storage ring. The
�rst section presents the considerations made for the symmetrical design lattice in 1996 [10]. The
second section gives a brief summary over the chances and modi�cations leading to the current
standard lattice in 2017, which is the starting point for the BESSY-VSR lattice. The requirements and
restrictions for the optimization towards the BESSY-VSR lattice are covered in the last section.

3.1 The symmetrical design lattice from 1996
As BESSY II was build as a third generation light source the goal was to provide a large number of
IDs with high brightness synchrotron light. Therefore especially long straights with zero dispersion
are required. For this purpose an achromat lattice was needed, which means that no additional
dispersion is generated after passing through the magnet structure. The double bend achromat was,
because of its compactness compared to other multi bend achromats, found most appropriate for this
task. In principle the simplest realization of the DBA can be achieved with two bending magnets
and a single quadrupole in between. The DBA of the BESSY II storage ring is shown in Figure 3.1.
The dispersion is introduce by the �rst dipole magnet, is halted by the quadrupoles in the middle of
the DBA and is returned to zero by the second dipole.

For the injection and the undulators high horizontal beta functions in the straights are needed.
On the contrary the two superconducting wave length shifter require a very low horizontal beta
function. Therefore it was decided to develop a lattice with alternating high and low horizontal
beta straights. This can be achieved by using a quadrupole doublet in the low beta straights and a
quadrupole triplet in the high beta straights.

For the 240 m long storage ring this leads to a 8 fold symmetry with 16 straight sections. The
transfer line for the injection is placed in the D1-straight and the cavity installed in the T8-straight.
The other 14 straights, which correspond to 18 % of the ring circumference, are used for IDs. The
design lattice of the BESSY II storage ring is shown in Figure 3.2. It has 7 quadrupole families in total.
The Q1 family is horizontal focusing and is placed in the center of the DBAs. The Q2 quadrupoles are
needed for the vertical focusing within the DBAs. The doublet section has the vertical focusing Q3D
and the horizontal focusing Q4D magnet. To achieve a low horizontal beta function in the triplet
straight the quadrupole strength of the Q4T must be much higher than the one of the Q4D. This leads

Table 3.1: The quadrupole strengths of the design lattice.

Magnet k / m−2

Q1 +2.45190
Q2 -1.89757
Q3D -2.02025
Q4D +1.40816
Q3T -2.46319
Q4T +2.62081
Q5T -2.60000
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Figure 3.1: The trajectories for o�-momentum particles in the DBA are calculated due to integration of the
equations of motion. In the �rst plot it is shown how the DBA compensates the dipole caused dispersion for a
particle beam without a spatial o�set. In the second plot the particle beam has a spatial distribution as well as
a momentum distribution. It can be seen that the dispersion function is directly linked to the horizontal o�set.
The lower plot shows the corresponding Twiss parameters of the DBA.
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Figure 3.2: The design lattice of the BESSY II storage ring.

to the necessity of the third quadrupole family Q5T, which compensates the vertical defocussing
of the Q4T. The quadrupole strengths of particular magnets of the design lattice are also listed in
Table 3.1. Moreover 6 sextupole families are needed for chromatic and harmonic corrections, but are
not further discussed in this thesis.

3.2 The current standard lattice in 2017
Within the last years several upgrades were made to BESSY II lattice to satisfy the increasing user
demands. Thereby especially the hardware modi�cations made at the storage ring lattice, which
de�ne new Twiss parameter, are of particular interest for this thesis. Two major installations of new
magnets were done:

Since fall 2005 BESSY II also produces X-ray pluses with about 100 fs duration. This femtoslicing
experiment is based on the energy modulation of the electron beam induced by a laser pulse in a
so called modulator. A dipole chicane displaces the o�-momentum electrons in order to extract the
synchrotron radiation in the following device, called the radiator. Therefore 3 additional dipoles in
the D6 straight have been installed. At BESSY II the wiggler U139 is used as modulator. The UE56
undulator performs as radiator. The dipole B2ID is used for the transversal displacement and the
B1ID and B3ID are needed to return the beam back to the orbit [11, 12]. The Twiss parameter of the
D6 are shown in Figure 3.3.

The second lattice modi�cation was done as part of the EMIL project [13]. Emil includes two
insertion devices located in the triplet straight T6. The UE-48 and the CPMU-17 undulators provide
a simultaneous access of soft and hard X-rays, respectively. To support the setup of the two canted
undulators the vertical beam waist had to be shifted to the center of the CPMU-17 device. This was
achieved due to the installation of the vertical focusing quadrupole QIT6 in the center of the T6
section, shown in Figure 3.3.

Another important change was the introduction of the so called injection optics. The horizontal
beta function βx was increased in the injections straight and reduced in the other doublet sections
to improve the injection e�ciency [14].

In the current lattice con�guration each pair of quadrupole family is powered by the same power
supply, with exception for magnets in the T1, T6 and T8 straights, which are powered individually.
Within the quadrupole of the EMIL straight this leads to 52 quadrupole power supplies and to there-
fore 52 degrees of freedom in the lattice con�guration. As the current standard lattice is the starting
point for further lattice development with regard towards VSR project, it is essential to have a precise
measurement of the quadrupole strengths. From the present point of view the most reliable method
therefore is the LOCO �t. The Linear Optics from closed orbits method was initially developed by
James Safranek [15] for the National Synchrotron Light Source. The version which was used for
this thesis was rewritten in MatLab by Gregory Portman [16] and is included in the MatLab Middle
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Figure 3.3: The Twiss parameter in the Emil straight and femto slicing straight.

Layer [17]. The method measures the orbit response matrix and the dispersion function. The data is
then �tted to a lattice model, which yields the individual quadrupole strengths. An overview of the
usage and the work �ow of the Matlab Middle Layer is included in the Appendix A.

A comparison of the design lattice with the LOCO measured standard lattice from 28.03.2017 is
shown in Figure 3.4. The quadrupoles strengths of the current standard lattice are listed in Table D.2.
The impact of the injection optics can be directly seen. The horizontal beta functions in the doublet
section apart form the injection straight D1 are signi�cantly higher. The maxima of vertical beta
function seem to be the same hight, but a bit more irregular. The shift of the focus in the EMIL
straight T6 is clearly visible. With exception of the femto slicing straight D6 the dispersion function
does not change.

3.3 Requirements for a new lattice
As discussed in section 3.2 the BESSY II lattice was further developed in the last years. These changes
should be maintained in the new optics and the Twiss functions should not be modi�ed in contrary to
previously made considerations. Especially in the femto slicing straight D6 and in the EMIL straight
T6 the Twiss parameter should remained unchanged when the Q5T2 is turned o�. Also the injection
optics as well as the tunes should stay the same. The aim is to develop an optics where the turn o�
of the Q5 quadrupoles does not e�ect the other sections and overall changes of the beta functions
should be kept as local as possible.

Furthermore there are also restriction in regard to the BESSY-VSR upgrade. As stated in [1, p. 79]
the transverse cavity impedances

Z⊥th (τ
−1
d ) =

τ−1
d
β

4πE/e
ωrevIDC

(3.1)

scale directly with the value of the beta function and could drive transverse multibunch instabilities.
It is assumed that with a beta function value below 4 m it is possible to store the required current.
The beta functions of the design lattice along the cavity are shown in Figure 3.5. The positions of the

Table 3.2: Position of the cavity cells in relation to the center of the T2 straight (data extracted from [18]).

Position 1 / m Position 2 / m

WG 1.75 GHz -0.56721 0.22321
1. Cell -0.48121 0.30921
2. Cell -0.39521 0.39521
3. Cell -0.30921 0.48121
4. Cell -0.22321 0.56721

WG 1.50 GHz -1.45428 1.05292
1. Cell -1.35394 1.15326
2. Cell -1.25360 1.25360
3. Cell -1.15326 1.35394
4. Cell -1.05292 1.45428



3.3. Requirements for a new lattice 23

0
15

30
45

60
75

90
10

5
12

0
13

5
15

0
16

5
18

0
19

5
21

0
22

5
24

0
or

bi
t p

os
iti

on
 s 

/ m

0481216202428

D
es

ig
n 

la
tt

ic
e 

19
96

Q
x: 

17
.8

5 
(1

06
2 

kH
z)

   
Q

y: 
6.

74
 (9

28
 k

Hz
)  

 
C
: 7

.3
2e

-0
4

x/m
y/m

x/1
0c

m

T1
D2

T2
D3

T3
D4

T4
D5

T5
D6

T6
D7

T7
D8

T8

0
15

30
45

60
75

90
10

5
12

0
13

5
15

0
16

5
18

0
19

5
21

0
22

5
24

0
or

bi
t p

os
iti

on
 s 

/ m

0481216202428

St
an

da
rd

 la
tt

ic
e 

20
17

Q
x: 

17
.8

5 
(1

06
1 

kH
z)

   
Q

y: 
6.

73
 (9

07
 k

Hz
)  

 
C
: 7

.0
7e

-0
4

x/m
y/m

x/1
0c

m

T1
D2

T2
D3

T3
D4

T4
D5

T5
D6

T6
D7

T7
D8

T8

Fi
gu

re
3.
4:

Co
m

pa
ris

on
be

tw
ee

n
th

e
de

sig
n

la
tti

ce
an

d
th

e
cu

rr
en

ts
ta

nd
ar

d
la

tti
ce

(2
01

7)
.



24 Chapter 3. Lattice design for the BESSY II storage ring

-5.0 -4.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 5.0
oribit position s / m

0

4

8

12

16

20

24

 = 4 m

x / m
y / m
x / cm

B Q3T

S3T

Q4T

S4T

Q5T Q5T

S4T

Q4T

S3T

Q3T B

T2
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individual cavity cells of the design from February 2017 in relation to the center of the T2 straight
are listed in Table 3.2. We assume that the beta functions are symmetrical to the center of the T2
straight. The beta matrix in distance from the symmetry point s = 0 is given by

B(s ) =
(
1 s
0 1

)
·

(
β∗ 0
0 1/β∗

)
·

(
1 0
s 1

)
= *
,

β∗ + s2

β ∗
s
β ∗

s
β ∗

1
β ∗
+
-
, (3.2)

where β∗ corresponds to the minimal beta function at the symmetry point. Consequently the beta
function at the orbit position s can be calculated by:

β (s ) = β∗ +
s2

β∗
(3.3)

The beta function for maximal and average beta function β for the 1.50 GHz and the 1.75 GHz cavity
is shown in Figure 3.6. As one can see, the goal should be to hold the minimal beta function β∗

between 0.6 m and 3.4 m. The average beta function is minimal for a minimal beta function of 0.4 m
for the 1.50 GHz cavity and minimal for a minimal beta function of 1.2 m for the 1.75 GHz cavity.
Therefore a minimal beta function of 0.8 m would be optimal.
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Chapter 4

Simulations and measurements

Measurements and simulations were closely linked in the process of developing a new lattice. Ex-
perimental outcomes often lead to new ideas for computational investigations and simulation results
were tested at the machine. The methods to optimizing the lattice for the VSR project are covered
in section 4.1. The solutions reached with the existing hardware are presented in section 4.2.

4.1 Methods
This section describes the developed methods to turn o� the Q5T2 magnet. The �rst approach was
done directly at the machine. The experimental results were veri�ed in simulations and the limits
of the lattice stability were further tested by scanning the quadrupole strengths. As a scan is very
time consuming for a large number of variables another method was needed. It was decided to use
a numerical optimizer.

All computational implementations were done in Python. Thereby also other tools were written.
For example the Twiss GUI, which allows to change the quadrupole strengths in simulations in the
style of the control software. A detailed presentation of the programs used and written for this thesis
is included in the Appendix A.

4.1.1 First approach to turn o� the Q5T2 magnets
The �rst approach to turn o� the Q5 quadrupoles in the T2 section was done in the machine commis-
sioning week in mid March 2017. Here the methods were rather heuristic, but were very instructive
in regards to get familiar with the control software and to develop a general understanding of the
machine.

As a starting point we tested how much the Q5T2 can be reduced without chancing any other
magnet. The beam was lost by about 94 % of the initial value. As the Q5T2 quadrupole is vertical
focusing, the next idea was to use the next vertical focusing magnet, which is the Q3T2, to compen-
sate the turno�. Increasing the current in the Q3T2 magnet �rst allowed to reduce the Q5T2 slightly
more but lead then to loss of the beam. Therefore next attempt was to decrease the current in the
horizontal focusing Q4T2 magnet to reduce its vertical defocussing strength.

In doing so we achieved a working machine with switched of Q5T2 and an injection e�ciency
of about 20 %. The chances in ampere of the quadruples in the T2 section are listed in Table 4.1.

Table 4.1: Changes in ampere of the quadrupoles in the T2 section compared to the standard BESSY II values

signal saved value / A present value / A factor

Q3PT2R:set 226.5832 219.7057 1.031
Q4PT2R:set 189.587 246.5637 0.769
Q5PT2R:set 18.25 227.68 0.080
Q5PT2R:stat1 OFF ON -

This �rst approach has demonstrated that there are many restrictions and limitations for a stable
lattice. Some con�gurations cause an instability which leads to the loss of the beam. This has to be
considered in the process of developing a new lattice and therefore motivates to take a brief look
into lattice instabilities.
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4.1.2 Limits of the lattice stability
The stability of a lattice in linear order can be tested with the in subsection 2.3.3 derived formula

2 − R2
11 − 2R12R21 − R

2
22 > 0, (4.1)

which is equivalent to that no periodic solution of the Twiss parameter exist. To get a deeper under-
standing of the lattice instabilities it is useful to take a look at a FODO cell, which consists of two
quadrupole with drift spaces between them. We choose the �rst quadrupole to be horizontal focus-
ing and the second one to be vertical focusing. In the following we will restrict our considerations
to the horizontal plane. Here the �rst quadrupole has the e�ect of a focusing lens and the second
one that of a defocusing lens. It also applies for the FODO cell that only certain con�gurations of
the quadrupole strengths allow for a bound movement.

The particle trajectories for the two limiting cases of a FODO cell are shown in Figure 4.1 and
are marked in the stability plot in Figure 4.2:

• First particularly for low quadrupole strengths di�erent quadrupole values lead to an instabil-
ity. The �rst plot (1) shows the limiting case of a stable movement for a very weak focusing.
The graphic below (3) shows what happens if the strength of second quadrupole is increased:
The �rst quadrupole is not longer capable to compensate the strong defocussing and the beam
diverges.

• The second e�ect occurs for high quadrupole values. Even when the strengths of the magnets
are equal. The second plot (2) of Figure 4.1 shows the particle trajectories for the limiting
case of high quadrupole strengths. If the quadrupole strength is increased further, the focal
length of the �rst quadrupole moves in front of the middle of the defocussing quadrupole (4).
Particles with a positive transversal o�set have now also a positive transversal slope (They had
a negative slope in plot 2). This results in a stronger defocussing in the second quadrupole.

This also explains why it was not possible to compensate the turno� of the Q5T2 with the Q3T2
magnet. Similar to the FODO cell both magnets are vertical focusing and the Q4T2 between them is
horizontal focusing. Therefore increasing the Q3T2 magnet to much leads to the second e�ect.

The e�ect of the lattice instability on the individual particle trajectory is shown in Figure 4.3:
The left side shows three revolutions of multiple particles in the T2 section for the stable standard
lattice. The particle envelope - de�ned by the beta function - is the same for each round. This lattice
is marked with a red cross in the subplots of Figure 4.4. Increasing the quadrupole strength of the
Q3T2 drives the lattice in an instable area (blue cross in the �rst plot of Figure 4.4), where no periodic
solutions for the Twiss parameter exist. Therefore no bound motion is not possible. This is shown
in the right side of Figure 4.3: After one revolution the beam size has nearly doubled and will be lost
by the third round.

In addition to the tracking, di�erent quadrupole scans of the storage ring were done, which are
shown in Figure 4.4. The current con�guration of the storage ring is marked with a red cross. The
�rst plot shows the stability in dependency of the quadrupole strength of the Q3T2 and Q5T2. The
stable area extends to the right from the current con�guration(−kQ5T 2 > 3). Therefore the Q3T2
cannot compensate the turno� of the Q5T2. The second plot shows the stability along the Q4T2 and
Q5T2. As one can see, the stable area forms a tube, which stretches from the stable con�guration to
the left (kQ5T 2 = 0). This con�rms what we experienced at the machine. It was possible to turn o�
the Q5T2 step by step by compensating it with the Q4T2.

The third plot shows the lattice stability in dependence of the quadrupole strength of the Q3T2
and Q4T2 with an unchanged Q5T2. Conspicuous here is the fact that there are two more stable
areas. For both areas the Twiss parameter were calculated, but were signi�cantly worse than the
standard lattice. The left area (weaker Q3T2 magnet) has a very high vertical beta function. And the
area below (weaker Q4T2) has an asymmetrical dispersion function.

The fourth plot shows the same scan with a turned o� Q5T2. There are four stable areas. All
were tested in regard of the Twiss parameters. The optimal solution found is marked with a green
cross and is further discussed in subsection 4.2.1.

The quadrupole scans are a possibility to search for stable con�guration. However they do not
give any information about the quality of the found solutions. Therefore we could introduce a quality
factor, which could be calculated from the height of the beta function and the change in tune. The
problem with this is, that the computation time would be very large: We assume one iteration to
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Figure 4.1: The particle trajectories for di�erent con�gurations of a FODO cell. The plots 1 and 2 show the two
limiting cases of a bound movement: A very weak and a very strong con�guration. The plots 3 and 4 below show
transition from these two stable limit-con�gurations to the instable con�gurations. If the quadrupole strength is
to weak, the particles cannot be hold together and beam disperses (Plot 3). If the quadrupole strength is to strong,
the focus point is before the next quadrupole. This has the e�ect that transversal o�set and slope of the particles
have the same sign, which therefore increases the defocussing in the next quadrupole. This accumulating
defocussing leads to a collapse of the betatron oscillation (Plot 4). The four di�erent con�gurations of the
FODO lattice are also marked in the stability plot (necktie plot) in Figure 4.2.
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Figure 4.2: The necktie plot of the FODO cell from Figure 4.1, which is called so in regard to its shape. The
areas of instability are crosshatched. The di�erent con�gurations are marked with a colored cross.
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Figure 4.3: Instability of the BESSY II storage ring lattice due to the changing of the Q3T2. The left side shows
the current con�guration of the storage ring (red marked in plot 1 of Figure 4.4). The shape of the beam is the
same after each revolution. Only the position of the individual particle changes. This is because of a periodic
solution of the beta function exists and therefore also the envelope must be periodic. The right side shows a
lattice con�guration with a slightly increased magnet(blue marked in plot 1 of Figure 4.4). The minimum of the
beam envelope moves forward and causes and causes a stronger defocussing in the right side of the T2 section.
This accumulates in the following revolutions and leads to an enormous grow of the beam size.
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Figure 4.4: The lattice stability for BESSY II in dependence of di�erent magnets. The current con�guration
is marked with a red cross. The �rst plot shows the lattice stability along the Q3T2 and Q5T2 magnet. The
quadrupole strengths of the right side of Figure 4.3 are marked with a blue cross. The second plot shows how
the Q5T2 magnet can compensated with the Q4T2. In plot 3 the stable areas in dependence of the Q3T2 and
Q4T2 for an unchanged Q5T2 are shown. The same for a switched o� Q5T2 is shown in the last plot. The best
con�guration for a switched of Q5T2 is marked with a green cross.
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calculate the transfer matrices, the Twiss parameter and the tune would take t1 = 1 ms. If we want
to scan the quadrupole in the neighborhood of l = 1 m−2 with a steps size ∆k = 0.01 m−2, the
computation of a single combination of M = 6 magnets would need

tC = t1 ·

(
l

∆k

)M
= 1 ms ·

( 1
0.01

)6
≈ 32 a. (4.2)

Another problem is that with increasing number of magnets, the dimension increases. Therefore the
ratio of the solution space to the scanned space strongly depends on the interval of the scan. This
can be illustrated at the example of a line with the length 1. It has 10 % of the volume of a line with
the length 10. A square with the edge length 1 has 1 % of the volume of square with a edge length of
10. For a cube its 0,1 % and so on.

This was also veri�ed for a 2-cell FODO structure (2 horizontal and 2 vertical focusing magnets),
which had the same element lengths as the FODO cell from Figure 4.1. Thereby both horizontal and
both vertical magnets once had the same quadrupole strength (2 dimensional scan) and once each
magnet had its own quadrupole strength (4 dimensional scan). Then the structure was scanned for
di�erent quadrupole strength intervals. The ratio of stable solutions to the scanned con�gurations

n =
Nstable
Nall

(4.3)

can be compared for the two and the four dimensional scans. The results are listed in the following
table:

Table 4.2: Ratio of the solutions space to the scanned space

kstart kend ∆k n2 n4
n2
n4

0.00 0.15 0.0052 0.26 0.38 0.69
0.00 0.25 0.0086 0.30 0.20 1.49
0.00 0.50 0.0172 0.07 0.03 2.20
0.00 0.75 0.0259 0.04 0.01 5.02

0.15 0.20 0.0017 1.00 0.51 1.95
0.15 0.25 0.0034 0.69 0.53 1.31
0.15 0.30 0.0052 0.32 0.24 1.36
0.15 0.50 0.0121 0.05 0.01 3.95

As one can see, the the ratio of stable solutions to the scanned con�gurations is mainly larger for
the two dimensional scan. Only for well chosen intervals like 0 < k < 0.15 the ratio of the four
dimensional scan is larger. The reason therefore is that solutions space is increased more due to
the new degrees of freedom than additional space is scanned. But as there is always only a limited
solution space this is not the case for wider scans. Especially for 0 < k < 0.75 and 0.15 < 0.50 it
can be seen that n2

n4
increases for larger intervals. As the solutions space in general is unknown (and

not continuous), this means that for higher dimensions more and more of the scanned area will not
be a solution. For this reasons it was decided to not use a scan to �nd a new lattice. However the
discussed di�culties of many parameter problems are also of particular interest for the in the next
subsection presented method.

4.1.3 Optimization of the lattice by minimization of a scalar function
Another possibility to optimize the lattice is to use a minimization method. Therefore we assign
every set of parameters to a scalar value. This objective function could in principle be minimized
by one of the many already existing optimization algorithms. The major challenge in our case is
that the function does not varies smoothly, but has many areas where no solution exist. In these
areas the algorithm has no information and cannot to converge. Therefore we have to make some
restrictions for the optimization method.

The �rst condition is, that the initial values must be in a stable area. Many optimization methods
for �nding the global minimum of a function rely on random start parameters and can therefore not
be used o�hand. As explained before in high dimension it is very unlikely to �nd a stable solution
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by chance1. The algorithm would always start in an unstable area and had then to guess for the next
direction, which is very similar to a random scan and is therefore no improvement.

Another di�culty is that the unstable areas lead to discontinuities in the minimization function.
Optimization methods which are using the derivative can therefore cause an error during the op-
timization process. Because of this it was decided to use a more solid minimization method which
provides reliable results and let the question of performance be secondary. After testing several
methods of the scipy library [20] the downhill simplex algorithm from Nelder and Mead [21] was
chosen.

The method is based on most simple volume spanned by N+1 points in the N-dimensional pa-
rameters space. This volume is also called simplex and is a line in one dimension, a triangle in two
dimensions, a tetrahedron in the three dimensions and so on. In the simplest implementation of the
Nelder–Mead method the function values of all N+1 points are calculated. Afterwards the worst
point is mirrored on the center of the other points. This is repeated until the convergence criterion
is reached. In the implementation of scipy library this is extended by other features, but this is not
subject matter of this thesis.

An advantage of the Nelder-Mead method is that it does not need the derivative and therefore
avoids the argued di�culties of discontinuities. A huge disadvantage is that, like for many other
optimization methods, it is possible to converge towards a local minimum. To reduce the risk of get
stuck in such a local minimum, the optimizing procedure consists of three repetitions of the Nelder-
Mead algorithm with di�erent objective functions and three di�erent sets of magnets. Thereby a
reference lattice is needed. The optimizer tries to �t the lattice to this reference lattice by minimizing
the di�erences of the lattice properties:

1. The goal of the �rst repetition is to turn of the Q5T2 magnet. The Nelder-Mead algorithm is
started in a stable area with the �rst set of magnets and the objective function

f1 = 10 · (kQ5T2)
1
4 +

βmax
βmax,ref

+
βx,rel + βy,rel

2 , (4.4)

where the quadrupole strength kQ5T2 is multiplied with 10 and the fourth root is extracted2 to
ensure that the Q5 is turned o�. We also need to calculate the maximum of both beta functions
βmax and their mean relative residual to the reference beta function βu,ref:

βu,rel =
1
L

∫ L

0
ds βu
βu,ref

(4.5)

In addition to that the quadrupole strength of the Q5T2 magnet is reduced in each iteration
by a fraction of its initial value.

2. In the second step the Q5T2 is already turned o�. As initial parameters the �nal values of
the �rst repetition are used. Now the beta function should be reduced while remaining the
general symmetry of the reference lattice. Therefore we use a second set of magnets and the
optimizing function

f2 =
βmax
βmax,ref

+
βx,rel + βy,rel

2 . (4.6)

The βmax term leads to a minimization of the maximal beta function. But this would not
"punish" an increase of the beta function in areas, where the beta function is small. This
is important especially for the straight sections and for the other in section 3.3 mentioned
reasons. Therefore the second term is needed, which in�uences the objective function for
large relative changes.

1 Random algorithms need, similar to the scan, boundaries. If these are not chosen perfect, the solution space will be
many times smaller than the "random space".

2 The quadrupole strength Q5 has to in�uence the objective function even for small values. As it is valid that lim
n→∞

a
1
n = 1,

this can be realized with a root function.
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3. In the last step of the optimization process the tune should be adjusted to the reference lattice.
Therefore we use a third set of magnets and the objective function

f3 =
βmax
βmax,ref

+
βx,rel + βy,rel

2 + 10 ·
(
|Qx −Qx,ref | + |Qy −Qy,ref |

)
, (4.7)

where the last term corresponds to the tune change. The weighting factor 10 is used to ensure
that the algorithm converges in that way that the last term is zero.

The three objective functions were found empirically, but turned out very reliable for many di�erent
combinations. The various sets of magnets and which of the three steps should used for the opti-
mization procedure can be customized in the therefore written Fit GUI (For detailed information see
Appendix A). It is also possible to repeat step 3 multiple times to �nd a better local minimum in the
neighborhood. With this method many di�erent combinations were tried. The best solutions were
tested at the machine and are discussed in the next section.

4.2 Solutions with existing hardware
This section covers the found solutions with existing hardware using the in section 4.1 described
optimization process. In subsection 4.2.1 the local solution found by the minimization algorithm
is discussed and compared to the empirical solution of subsection 4.1.1. In the next subsection the
locality is increased step by step. The more degrees of freedom lead to a better compensation of the
turno� of the Q5T2. The last subsection presents the best found solution with existing hardware.

For a better distinction the di�erent solutions were named and are listed in Table 4.3. The opti-
mization results and the related plots of all versions are included in Appendix D.

Table 4.3: Working titles of the di�erent solutions.

Version Used magnets

V1 all quadrupoles of T2
V2 all quadrupoles of D2, T2, D3
V3 all quadrupoles of T1, D2, T2, D3, T3
V4 all quadrupoles of D1, T1, D2, T2, D3, T3, D4
V5 all quadrupoles of T8, D1, T1, D2, T2, D3, T3, D4, T4
Vall all quadrupoles

V2Q3T V2 + all Q3 quadrupoles in triplet sections
V2Q4T V2 + all Q4 quadrupoles in triplet sections
V2Q5 V2 + all Q5 quadrupoles
VOF V1 + all quadrupoles of T1 and T6

4.2.1 The local solutions V1 and V2
The most local solution is to use only the Q3 and Q4 magnets within the T2 section to compensate
the turno� of the Q5T2. This was already done in the experimental approach of subsection 4.1.1 and
can now be tested in the simulations. The best found solution for a local compensation is plotted
together with the current lattice in Figure 4.5. The results of the minimization process are listed in
Table 4.4:

Table 4.4: Output of the minimization method for the local compensation V1.

Magnets Initial Final Di�erence Factor Factor (emp.)

1 Q5PT2R -2.588 0.000 2.588 -0.000 0.080
2 Q4PT2R 2.579 2.032 -0.547 0.788 0.769
3 Q3PT2R -2.455 -2.630 -0.174 1.071 1.031

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.38 32.34 54.57 1.08 1.43
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Figure 4.5: Comparison of the V1 lattice (solid) with the current standard lattice (dashed).

When turning o� the Q5T2 only due to the compensation of the Q3T2 and Q4T2 especially the
vertical beta function in the triplet sections T1, T3 and T6 is increased enormous. The changes of
the horizontal beta function are not so high, but have a di�erent slope in the straight sections. The
maximal values of the horizontal and vertical beta functions are 32.34 m and 54.57 m, respectively.
The relative mean residuals are 1.08 for the horizontal and 1.43 for the vertical plane. The tune stays
the same.

The relative change in quadrupole strength of the simulation can be compared to the relative
change of the power supply values of the �rst approach at the machine, which are also listed in Ta-
ble 4.4. It can be noticed, that the values of the simulations are very consistent with the experimental
results.

The next approach was to expand the locality and use the quadrupoles of the D2 and D3 sections.
The optimization results are listed in Table 4.5 and are plotted in comparison to the V1 optics in
Figure 4.6.

Table 4.5: Output of the minimization method for the extended local compensation V2.

Magnets Initial Final Di�erence Factor

1 Q5PT2R -2.588 0.000 2.588 -0.000
2 Q3PD2R -2.125 -2.187 -0.062 1.029
3 Q3PD3R -2.126 -2.220 -0.094 1.044
4 Q3PT2R -2.455 -2.449 0.006 0.997
5 Q4PD2R 1.479 1.457 -0.022 0.985
6 Q4PD3R 1.486 1.458 -0.028 0.981
7 Q4PT2R 2.579 2.052 -0.527 0.796

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.39 26.89 33.58 1.01 1.13

It can be seen, that with the new DOFs it is possible to decrease the large beta function in the T1, T3
and T6 sections. The maximal values of the horizontal and vertical beta functions are 26.89 m and
26.89 m, respectively. Also the slope in the straight sections is reduced and the overall lattice seems
more symmetric.

The V1 and V2 optics were tested at the machine commissioning week in middle of April. To
transfer the simulations to the machine a conversion from the quadrupole strengths to the power
supply values is needed. This could be done with the already existing conversion factors. To test the
reliability of these conversion factors the strength of all quadrupoles were calculated from the power
supply values and were compared to the k-values from the LOCO measurement. As the di�erences
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Figure 4.6: Comparison of the V1 (dashed) and the V2 (solid) lattice.

were relatively large, it was decided that the LOCO measurement can be trusted more and was
therefore used to calculated new conversion factors.

According to [6] the quadrupole strength

k ≈
2qµ0n

pa2 I ∝ I , (4.8)

where a corresponds to the aperture radius and n to the coil numbers, is approximately propor-
tional to the current values. Thus the new power supply can be calculated due to the new and old
quadrupole strengths as well as by the old power supply values3:

Inew ≈
knew
kold

Iold (4.9)

Therefore a small GUI was written, which can calculated the new power supply values for the par-
ticular version and can set them directly to the machine (See Appendix A). First the V1 optic was
tested. It was possible to switch o� the Q5. Thereby the injection e�ciency was about 20 % to 30 %.
To verify the conversion factors the optics were measured with LOCO. A comparison of the simu-
lated and LOCO measured optics is shown in Figure D.13. It can be noticed that the maxima in the
T1, T4 and T6 section are signi�cantly smaller.

After that the V2 optics was tested. It was possible to increase the injection e�ciency to about
35 %-43 %. The optics were again measured with LOCO (see Figure D.14). Both Twiss parameter and
quadrupoles strengths are very consistent. After the LOCO measurement, a high current test with
the V2 optics was done. With a quick chromatic correction an injection e�ciency up to 65 % and a
lifetime of 4,7 hours was reached.

4.2.2 Intermediate solutions
To enhance the accuracy of the calculation of the power supply values a new LOCO measurement
of the standard user optics was done. All further simulations are based on this LOCO measurement
from 28.03.2017.

Many di�erent combinations of magnets were tested to compensate the switch o� of the Q5T2.
Thereby di�erent initial parameters for each version were chosen to increase the probability that the
best local minimum is found. The versions from V1 up to Vall extend the locality starting from the
T2 section. A comparison of V1 up to Vall is shown in Figure 4.7. The versions V2Q3T, V2Q4T and
3 Equation 4.8 is only in approximation valid and could be a relevant source of error. To obtain a reliable conversion

function it would be necessary to measure the quadrupole strength of every magnet for di�erent power supply values.
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Figure 4.7: Comparison of the Twissparameter of the di�erent versions. The sections used to compensate the
Q5T2 magnets are highlighted in blue.
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Table 4.6: Comparison of the Twiss parameter of the di�erent version.

Version Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

current 1060.54 907.38 26.14 24.00 1.00 1.00
V1 1060.54 907.38 32.34 54.57 1.08 1.40
V2 1060.54 907.39 26.89 33.58 1.01 1.13
V3 1060.53 907.38 28.74 30.22 1.04 1.08
V4 1060.54 907.38 24.48 28.38 1.00 1.06
V5 1060.54 907.39 25.43 28.65 1.01 1.07
Vall 1060.54 907.38 24.43 27.92 1.00 1.04
V2Q3T 1060.54 907.38 26.56 28.56 1.00 1.07
V2Q4T 1060.57 907.38 29.84 30.35 1.11 1.11
V2Q5 1060.54 907.38 27.39 30.62 1.03 1.08
VOF 1060.52 858.68 24.48 29.91 1.00 1.08
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Figure 4.8: Comparison of V4 LOCO (solid) with V4 SIM (dashed).

V2Q5 use the respective quadrupoles to compensate the turno� of the Q5T2. In the version VOF the
quadrupoles of the T1 and T6 section are speci�cally chosen to counteract the e�ect of the reduction
of the Q4T2 in these sections. The optimization results of all versions are listed in Table 4.6.

As one can see, the maximum of the horizontal and the vertical beta function decreases with
the expanding of the locality from V1 up to V4. This is also valid for the mean residual of the beta
function. The optimization results of the V5 optics seems worse then the V4 optics. The reason could
be that with the increasing number of degrees of freedoms the number of local minima increases.
The optimizer can converge into a higher local minimum, which is a weakness of the Nelder Mead
algorithm.

It was decided to test all optics from V1 up to the Vall in the machine commissioning week in
middle of May 2017. To have a clean LOCO measurement and avoid hysteresis e�ects for the most
promising version V4, it was tested �rst at the machine. The tune bump was used for small tune
correction. The V4 optics were measured with LOCO to ensure that the quadrupole strength were
transfered correctly to the machine. A comparison plot of the LOCO measured optics to simulated
optics is shown in Figure 4.8. As one can see, the Twiss parameter of the LOCO measured optics and
the simulated optics are concordant.

After the LOCO measurement veri�ed the linear optics, a �rst rough approach was done to
optimize the non linear beam dynamics with the sextupoles. The aim was to increase the lifetime
and injection e�ciency. As shown in [14] the momentum acceptance or the dynamic aperture can be
measured using a phase acceptance scan. Thereby the injection e�ciency is measured in dependence
of the longitudinal phase of the injected bunch, which can be varied by changing the relative phase
between the booster synchrotron and the storage ring.
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Figure 4.9: Phase acceptance scan of the V4 optics during the machine commissioning week in the middle of
May. All superconducting IDs were o�. The red line is the mean value for the particular phase.

0

10

20

30

40

50

60

70

80

90

100

In
je

ct
io

n 
ef

fic
ie

nc
y 

in
 %

160 650 1115 1490 2400 2750 3070 3351
Time / s

0

50

100

150

200

250

300

St
or

ag
e 

Ri
ng

 c
ur

re
nt

 / 
m

A

0

10

20

30

40

50

60

70

80

90

100

In
je

ct
io

n 
ef

fic
ie

nc
y 

in
 %

160 650 1115 1490 2400 2750 3070 3351
Time / s

V1 V2 V3 V4 V5 Vall V4

Injection efficiency in %
Storage Ring current / mA

Figure 4.10: Comparison of the mean injection e�ciency of the di�erent version for an optimized sextupole
setting for the V4 optics. The mean injection e�ciency is marked with a red dashed line.

The harmonic sextupoles were used to enhance the phase acceptance. This was done by changing
the relative phase between the injector and the storage to the limiting point of injection. At this point
the e�ect of the sextupoles are well observable. The phase acceptance scan of the V4 optics is shown
in Figure 4.9. It has to be noted that the initial sextupole setting was optimized for the standard user
operation, where the superconducting IDs are turned on. For the presented phase scan they were
switched o�. Nevertheless, it was possible to reach injection e�ciencies of about 95 %.

Thereafter all optics were tested at the machine. The current was injected up to 150 mA while
the injection e�ciency was recored. The results are plotted in Figure 4.10 and the mean injection
e�ciencies are listed in Table 4.7. The mean injection e�ciency for the V1 optics is 79.5 % and is
increasing for each version up to the V4 optics with 96.5 % 4. It is conspicuous that the injection
e�ciency for the V5 optics is only 50.1 % and is 75.9 % for the Vall optics. First it was assumed that
this could be caused by hysteresis e�ects as the current of many magnets were changed often. But
it was possible without further ado to load the V4 optics and reach 95.7 % again. Another reason
could be that calculation of the power supply values for a magnet in the V5 optics was not correct.
This could be the case if the conversion between the geometric quadrupole strength and the power
supply value of a magnet is outside of the linear range. This would mean that a better conversion
function for the power supply values is necessary.
4 It is important to note that the sextupoles were only optimized for the V4 optics.
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Table 4.7: Comparison the mean injection e�ciency of the di�erent version.

Version Injection e�ciency

V1 79.5 %
V2 89.0 %
V3 93.2 %
V4 96.5 %
V5 50.1 %
Vall 75.9 %
V4 95.7 %

4.2.3 The best solution found by the optimizer V4
In the machine commissioning week of August the best obtained optics V4 was tested in comparison
to the standard optics with superconducting IDs on. Thereby a phase acceptance scan of the standard
optics and of the new V4 optics was done.

As a check of consistency of the LOCO method the standard optics were also LOCO measured. A
comparison of the Twiss parameter to the standard optics of the end of March is shown in Figure D.18
in the appendix. The Twiss parameter seem very concordant and con�rm the reliability of the LOCO
measurement.

While the phase acceptance scan of the standard optics was done, a new V4 optics was computed
on basis of the new LOCO measured the standard optics. The new V4 optics was transfered to the
machine. The orbit correction was used to improve the orbit and a LOCO measurement of the V4
optics was done. A comparison of Twiss parameter of the simulated and LOCO measured optics is
shown in Figure D.16 in the appendix.

A comparison between the V4 optics and the standard optics is shown in Figure 4.11. The hor-
izontal beta function of the V4 optics seems very similar to that one of the standard optics. The
vertical beta function is up to 8 meters higher in the T1, D2, T2 and D3 sections. Moreover the beta
function increases in the middle of the T2 section from 2 meters to 4 meters. The vertical beta func-
tion could be further reduced by allowing a higher beta function in the adjoining DBA. Otherwise
the horizontal beta function looks very similar to the standard optics. The horizontal dispersion
function is almost identical.

The harmonic sextupoles were used to optimize the phase acceptance of the V4 optics with
superconducting IDs switched on. A comparison of the phase acceptance between the standard
optics and the optimized V4 optics with superconducting IDs on is shown in Figure 4.125. As one
can see, the region with injection e�ciency above 90 % is 0.65 ns for the current standard user lattice
and 0.45 ns for the V4 optics. For the VSR project it is assumed that 0.8-1.0 ns with 90 % injection
e�ciency is the needed to inject into the short bucket [22]. By splitting up the sextupoles in the T2
straight this could be further improved. More detailed studies of the non linear beam dynamics are
necessary.

5 The data was measured by [19].
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Figure 4.11: The loco measured V4 optics (solid) in comparison to the standard optics (dashed).
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Figure 4.12: Comparison of the phase accpetance between the standard optics and the V4 optics with SCIDs
on. For reasons of clarity the error bars were left o�.
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Chapter 5

Conclusion and future steps

This thesis addressed the challenges of an enlargement of the installation length for the VSR cry-
omodule. The V4 optics, presented the in the last chapter, showed that a turn o� of the Q5 quadrupoles
in the T2 straight is possible. The optics were tested at the storage ring and high current with rea-
sonable lifetime and injection e�ciency was stored.

The optics has still to be optimized in regards to di�erent aspects. First the objective function
of the optimization method should be adapted. At the moment the main weighting factor is the
mean relative residual of the beta function. This means that a change from 4 m to 2 m corresponding
to -50 % has the same weight as a change from 20 m to 30 m (+50 % ). This has the result that the
beta function in some straights is smaller than the reference value and is therefore larger in the
subsequent DBA. Furthermore it should be possible to set the value of the beta function at certain
points. This would allow to adjust the beta functions at the VSR cryomodule to the desired value.

Besides the optimization of the linear beam dynamics the optics has to be optimized in regards
to the non-linear elements. The sextupoles can be used to enhance the phase and momentum accep-
tance.

Another important point is the correct conversion of the quadrupole strengths to the power
supply values. Therefore it would be very convenient to have conversion functions for the individual
quadrupole families. These should be tested with LOCO to make sure that the simulated optics is
transfered correctly to the machine.

This thesis only considered solutions with existing hardware. A possible solution with a hard-
ware modi�cation would be to split of the quadrupole and sextupole families in the T2, D2 and D3
sections to increase the degrees of freedom. It has to be veri�ed by simulations if this approach will
lead to a better solution.

Also the optimization method can be improved. The used Nelder-Mead method is relatively
slow and it has a weakness when considering local minima. Due to the increasing hype on machine
learning, many new open source software libraries have been developed, which can be used to solve
diverse optimization tasks. Their applicability to lattice optimization problems should be tested.

In conclusion this thesis made a �rst step towards a VSR optics without the Q5 quadrupoles in
the T2 straight. The software and tools developed during this thesis can also be used for future lattice
optimization tasks.
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Appendix A

Tools and programs

This chapter depicts the most important tools which were used to optimize the optics in regards to
the BESSY-VSR project. To have a good starting point it is substantial to have a precise measure-
ment of the current lattice. This can be done with the LOCO method [16] from the MatLab Middle
Layer [23, 17]. The quadrupole strengths �tted to the lattice model can be extracted with a simple
GUI based on Martin Ruprechts mmltools [24] (MatLab Middle Layer tools). The output data is a
lattice �le, which contains the position, length and multipole strength of all magnets without the
IDs.

Afterwards the data gets imported to python, where the Twiss parameter are computed. In the
Twiss GUI di�erent lattices can be compared. Also it is possible to change the quadrupole strength
within GUI and see the in�uence on the Twiss parameter immediately. This allows more direct
experience in the process of understanding and �nding a new lattice. Besides that a �t program was
written, which tried to minimize the beta function while remaining the horizontal and vertical tune.

When a new lattice was found the quadrupole strengths were converted to power supply values
with conversion factors obtained by the old power supply values of the LOCO measurement. There-
fore a small GUI program was written, so that the new power supply values can be directly set via
EPICS to the BESSY II storage ring.

The work routine and steps to �nd a new lattice are visualized in Figure A.1 and summed up in
the subsequent list:

1. Measurement of the current Bessy II lattice

(a) LOCO measurement with the MatLab Middle Layer
(b) Fit the LOCO data with MatLab Middle Layer
(c) Build a new .lte lattice �le (based on Martin Rubrecht’s mmltools)

2. Calculate and plot Twiss parameter of the current lattice

(a) Create python lattice object from lattice �le
(b) Computation of the Twiss parameter
(c) Visualization and comparison of the di�erent lattices with the Twiss GUI

3. Turn o� the Q5T2 magnets in simulations and �nd new lattice

(a) Turn o� the Q5T2 magnets in the Twiss GUI
(b) Optimize the optics by �tting the quadrupole values with the Nelder-Mead method

4. Transfer the new lattice to the machine

(a) Calculate the new power supply values from the new lattice �le with conversion factors obtained
by the old power supply values of the LOCO measurement

(b) Set the new power supply values to the BESSY II storage ring

A.1 Python tools
All additional software was written in Python and is available under:

https://github.com/andreasfelix/element

https://github.com/andreasfelix/element
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Figure A.1: Work�ow to �nd a new lattice for the BESSY II Storage ring: Measure the current lattice with the
ACCLAB toolbox. Transfer the data and �nd a new lattice in simulations. Afterwards the Simulations have to
be veri�ed at the machine.

Thereby di�erent programming libraries were used. Vector and matrix multiplications were done
with numpy [25], which relies on BLAS and LAPACK and therefore provides an e�cient imple-
mentation of linear algebra computations. Matplotlib [26] was usesd as plotting library. Its object
oriented API makes it convenient to use for a interactive graphical user interface. Furthermore var-
ious functions of the scipy libary [20] were used.

Extract the quadrupole values from MatLab
The quadrupole values from the MatLab Accelerator Toolbox can be extracted with the mmltools [24].
This can be done with:
lwa = mmltools . ATRingWithAO ( ’ ATRingWithAO . mat ’ )
lwa . g e t M a g n e t S t r e n g t h ( f i t I t e r a t i o n = ’ l a s t ’ , method= ’ byPowerSupply ’ , o u t p u t s t y l e = ’ e l e g a n t ’ )

The program was extended by a GUI and in such a way that output is a complete lattice �le. The
input format for the python tool was chosen identical to the elegant format .lte. This preserves a
convenient work�ow and also allows the direct implementation of elegant based simulations into
the Twiss GUI.

Load the lattice data into Python
For the implementation of the data structure into python a object oriented approach was chosen.
This is especially useful for the comparison of di�erent lattice con�gurations. Therefore the Python
class Latticedata was written. Di�erent lattices A and B can be loaded into Python with a function:
l a t t i c e d a t a _ A = r e t u r n l a t t i c e d a t a ( " path / t o / f i l e / Bessy_A . l t e " , mode )
l a t t i c e d a t a _ B = r e t u r n l a t t i c e d a t a ( " path / t o / f i l e / Bessy_B . l t e " , mode )

This makes it possible to access all quantities of the lattice at all time, e.g. the length of lattice A
l a t t i c e d a t a _ A . L a t t i c e L e n g t h

or the quadrupole strength of the magnet Q5T2 in lattice B:
l a t t i c e d a t a _ B . Q5T2 . K1

Tracking
The Tracking of individual particles is implemented due to the transfer matrix method from sec-
tion 2.2. The tracking function has two inputs. The �rst one is the latticedata class, which contains
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Figure A.2: Screenshot of the Twiss GUI. New lattices can be loaded via the integrated �le manager. It is
possible to change the quadrupole strength directly in the GUI. Therefore the user has to right click onto a
speci�c quadrupole family. A left-click within the top area changes the plotted section in the bottom area. To
compare di�erent lattices it is possible to set a reference lattice, which is displayed with a dashed line. Also it is
possible to show the residual of the Twiss parameter. In the View menu it can be chosen, which Twiss functions
should be displayed.

the transfer matrices for every individual position in the accelerator. The second input is a simple
object with the information about the number of rounds and the initial particle distribution function.
t r a c k i n g d a t a = r e t u r n t r a c k i n g d a t a ( l a t t i c e d a t a , t r a c k s e t t )

The trackingdata class holds severals informations. For example an array with the orbit positions
and an array with the related horizontal spatial o�set can be accessed as attributes:
t r a c k i n g d a t a . Cs
t r a c k i n g d a t a . x t r a c k [ : , N]

Computation of the Twiss parameter
The Twiss parameters are transformed with the in subsection 2.3.3 shown method. The initial values
can be obtain due to the periodicity conditions of circular accelerators. Before the Twiss parameter
are computed, it is veri�ed that a stable solution exists. Otherwise a warning message is printed.
The twissdata can be calculated similar to the trackingdata. The only input object is the latticedata.
Optionally it can be chosen, if the betatron phase, the Tune or the momentum-compaction factor
should be computed:
t w i s s d a t a = r e t u r n t w i s s d a t a ( l a t t i c e d a t a , t w i s s p a r a m e t e r =True ,

b e t a t r o n p h a s e =True , momentumcompaction=True )

The vertical beta function βy or the horizontal dispersion function ηx can be accessed as attributes:
t w i s s d a t a . b e t a y
t w i s s d a t a . e t a x

The Twiss GUI
As in a process of developing a new lattice many con�gurations are tested, it was convenient to
write GUI. The Twiss GUI was build with the python integrated Tkinter module in combination
with matplotlib libary [26]. The quadrupole strength can be changed in the style of the control room
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Figure A.3: In the GUI it can be chosen which quadrupole should be turned o�. Therefore it is necessary
to select the magnets, which should compensate the turn o� in the �rst step. The beta function can than be
minimized with a new set of magnets. In the last step a third group of magnets are used to correct the tune.

software. This has the advantage, that ideas can be checked quickly before optimizing. Also it is very
instructive to understand the in�uence of the individual quadrupoles on the Twiss parameters. A
screenshot of the Twiss GUI is shown in Figure A.2

Fitting the Lattice
Due to the large number of input parameters and possible combinations a GUI for the optimizer was
almost unavoidable. For the individual optimization a initial lattice has to be chosen. The reference
lattice is the basis for the relative residual and the tune correction. For the each of the steps a
customized set of magnets can be selected. The di�erent �ts can be con�gured one by one and are
then computed in parallel. Afterwards the GUI can be closed without terminating the process.

Transfer the new lattice to the machine
To transfer the new optics to the machine it is necessary to calculated the new power supply for each
magnet. So that not all power supply values have to be set to the machine individually a simple GUI
was written. It allows to calculate the power supply values and set them directly to the machine with
the epics module for Python. The input �les are the power supply values from the current lattice,



A.2. LOCO measurement with MatLab Middle Layer 45

Figure A.4: A simple GUI to calculate the conversion factors of the quadrupoles. The calculated power supply
values can be directly set to the machine via the EPICS module.
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Figure A.5: Convergence behaviour of the magnetstrength of LOCOFit when a not exact model is chosen. To
reduce the number of iterations the initial values of the LOCO �t can be changed in the bessy2atdeck �le.

the lattice �le including the quadrupole strengths of the current lattice and the new lattice �le. To
check the new power supply values before setting them to the machine, it is possible to display them
in comparison to the old power supply values.

A.2 LOCO measurement with MatLab Middle Layer
The LOCO measurements were done with the MatLab Middle Layer [16] written by Gregory J. Port-
mann. In the implementation of the MML the LOCO �t slits up in 3 steps. In the �rst step the LOCO
data, which consists of the BPM response matrix, the dispersion function and the online �le (BPM
noise), is measured. In the next step the loco input �le is build, where a model of the accelerator
is needed. It is important to chose good initial parameters. Otherwise the convergence behavior is
very slow and many iterations are needed. This is also shown in Figure A.5. At last the LOCO data
is �tted to the model. Thereby di�erent minimization algorithms can be chosen. The quadrupole
strength can by extracted by calling the function:
LOCOtoATRingWithAO ( ’ path / t o / l o c o i n p u t f i l e . mat ’ )

This creates a new MatLab �le, which can be converted to a lattice �le with mmltools.



46 Appendix A. Tools and programs

A.3 Elegant as reference
Elegant [8], written by Michael Borland, is a high developed electron accelerator simulation program.
It has a world wide user base and therefore very reliable to use as reference. Its capabilities go way
beyond Twiss parameter computation and is entirely written in the C language. As this thesis only
considered linear beam optics it seemed reasonable to write a simpler program from scratch. This
allowed for a more direct access and a easy modi�cation of various functions.

To implement elegant directly in the Twiss GUI the SDDS python module was used. The there-
fore written script returns two classes, which have the same information as the latticedata and the
twissdata class. A di�erence of the SDDS format is that it not contains all needed information. For
example, to obtain the start and end position of all magnets it is necessary to calculate them sepa-
rately from the lattice �le.
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Edge focusing

φ0

α > 0α = 0

φ0 φ0

sector dipole rectangular dipole

α < 0

Figure B.1: Dipole magnets with di�erent entrance and exit angles (based on [27])

As shown in Figure B.1 it possible to build dipole magnets with di�erent entrance and exit angles α .
Because of construction costs often rectangular magnets are used. The edge angle α is de�ned in
such a way that it is positive for a rectangular magnet. It in�uences the horizontal plane as well as
the vertical plane and can be expressed due to a transfer matrix.

The e�ect on the horizontal motion is caused by changed path length within the dipole. As
shown in Figure B.2, for a particle with a positive horizontal o�set the path length is decreased by

∆l = x tanα , (B.1)

while it is increased for a particle with negative horizontal o�set. Therefore also the de�ection angle
φ is changed:

∆φx =
∆l

ρx0
=

x tanα
ρx0

with φx = φ0 − ∆φx (B.2)

α
orbit

x

Δl

ρ0

particle trajectory in a sector magnet

particle trajectory in a rectangular magnet

Figure B.2: Edge focusing in the horizontal plane
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Figure B.3: Edge focusing in the vertical plane (based on [28])

As for small angles it is valid that

φx = arctanx ′ ≈ x ′, (B.3)

this can in thin lens approximation be written as a matrix:

Redge,H =

(
1 0

κx0 tanα 1

)
(B.4)

From (B.4) we can see that the positive edge angle of a rectangular magnet leads to a defocussing in
the horizontal plane.

The vertical plane has a very similar matrix, even if it caused by a very di�erent e�ect. The
fringe �elds of a dipole with an edge angle are not parallel to the orbit trajectory and have therefore
also a horizontal component. This leads to the de�ection angle

y ′ ≈ φy =
q

p

∫ +∞
−∞

Bx (z)dz (B.5)

in the vertical plane. As shown the in Figure B.3 the horizontal �eld component can be written as

Bx = − sinαBζ (B.6)

We use the di�erential

dz = 1
cosα dζ (B.7)

to substitute the integral of (B.5):

φy = −
q tanα

p

∫ C

B
Bζ (ζ )dζ (B.8)

As there are no magnetic monopoles we can use Gauss’s law for magnetism

0 =
∮

Bdr =
∫ B

A
Bydy +

∫ C

B
Bζ dζ +

∫ D

C
Bydy +

∫ A

D
Bζ dζ , (B.9)

where the �rst term is zero because of the �eld free region and the last term vanishes as Bζ = 0 in
the symmetry plane. With

∫ C

B
Bζ (ζ )dζ = By,0y (B.10)
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we obtain

φy = −
q tanα

p
By,0y = −κx0 tanα (B.11)

for the vertical de�ection angle. The matrix representation (B.11) is given by:

Redge,V =

(
1 0

−κx0 tanα 1

)
(B.12)
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Liouville’s theorem

To derive Liouville’s equation it is more convenient to use the canonical coordinates qi and the
conjugate momenta pi . The phase space distribution ρ (q,p, t ) determines the number of particles
ρ (q,p, t )dsqdsp in the phase space volume dsqdsp. The temporal change of particles in a region G
equals the �ux through its surface ∂G [29]. Therefore we obtain

∂

∂t

∫
G

dsqdsp ρ (q,p, t ) = −
∫
∂G

dS v · ρ (q,p, t ), (C.1)

where v corresponds to the phase space velocity

v = (q̇1, ..., q̇s , ṗ1, ..., ṗs ). (C.2)

According to Gauss’s theorem the surface integral can be transformed to a volume integral, where
the nabla is that of the 2s-dimensional phase space:∫

G
dsqdsp

(
∂

∂t
ρ (q,p, t ) + ∇vρ (q,p, t )

)
= 0 (C.3)

As we have the freedom to choose any region G, even the integrand has to disappear. Substituting
of ∇ = (∂q1 , ..., ∂qs , ∂p1 , ..., ∂ps ) into the integrand of (C.3) yields

∂ρ

∂t
+

s∑
i=1

(
∂ρ

∂qi
q̇i +

∂ρ

∂pj
ṗi

)
+ ρ

s∑
i=1

(
∂q̇i
∂qi
+
∂ṗi
∂pi

)
= 0, (C.4)

where the second sum vanishes because of the Hamilton’s equations q̇ = ∂H
∂p and ṗ = − ∂H

∂q . This
leads us to

dρ
dt =

∂ρ

∂t
+

s∑
i=1

(
∂ρ

∂qi
q̇i +

∂ρ

∂pj
ṗi

)
= 0, (C.5)

which is known as Liouville’s equation. It states that the phase space distribution along any path
stays constant. Consequently also the volume of any area G, which moves through phase space,
remains constant for all time1. As we notice from the transfer matrices of section 2.2 the motion in
the transversal planes decouples. Therefore the represented statements must already be true for the
individual transversal dimensions. Besides that the Liouville’s theorem does not make any statement
about the shape of the area G, which can change over time.

The Liouville’s theorem was tested for the time dependent Hamilton function:

H (q,p, t ) =
p2

2 + 2tp + sinq
2 − q

√
t (C.6)

1 Identical particles with the same Hamiltonian can not cross in phase space. Therefore the inner and outer points of
the region G cannot to propagate through the surface area ∂G . Thus the number of phase space points within G stays
constant. As the phase space distribution is constant, the phase space volume of G must be conserved.



52 Appendix C. Liouville’s theorem

0 10 20 30 40 50 60
q

5.0

2.5

0.0

2.5

5.0

7.5

10.0

12.5

p

G0

Gt

H(q, p, t) = p2

2 + 2tp + sinq
2 q t  

area G0: 78.538 
area Gt: 78.538

Figure C.1: The ellipse G0 is transformed to the the area G1 after the time t . Additionally the individual
trajectories for the red marked particles are shown.

The time evolution of the system is given by the Hamilton equations:

q̇ =
∂H

∂p
= p + 2t

ṗ = −
∂H

∂q
= −

cosq
2 +

√
t (C.7)

In Figure C.1 the transformation of the area G0 to Gt after the time t is shown. In addition to that
the trajectories of particles, which started within area G0, are plotted. As one can see, the particles
trajectories end within the area Gt after the time t. Therefore the number of particles N within the
area are constant. As the volume V remains the same the phase space densityp = N

V is, in accordance
to Liouville’s theorem, time independent.
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Detailed overview of all solutions

The design lattice
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Figure D.1: The design lattice of the Bessy II storage ring (1996).

Table D.1: Quadrupole strengths of the design lattice.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1061.71 928.03 17.6 21.09 1.18 1.02

Magnet k / m−2

Q1 +2.45190
Q2 -1.89757
Q3D -2.02025
Q4D +1.40816
Q3T -2.46319
Q4T +2.62081
Q5T -2.60000
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The current standard lattice
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Figure D.2: The current standard lattice of the Bessy II storage ring (28.03.2017).

Table D.2: Quadrupole strengths of the current standard lattice.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.38 26.14 24.00 1.00 1.00

Magnet k / m−2

QIT6 -1.09324443
Q1D +2.43992187
Q2D -1.85354137
Q3P1T1 -2.53759435
Q3P1T6 -2.68493846
Q3P1T8 -2.44627319
Q3P2T1 -2.44026692
Q3P2T6 -2.33722602
Q3P2T8 -2.53960920
Q3D1 -2.02056340
Q3D2 -2.12545914
Q3D3 -2.12560233
Q3D4 -2.13235047
Q3D5 -2.11955588
Q3D6 -2.10963250
Q3D7 -2.11735207
Q3D8 -2.13655479

Magnet k / m−2

Q3T2 -2.45516822
Q3T3 -2.42796219
Q3T4 -2.43958732
Q3T5 -2.44973680
Q3T7 -2.43215097
Q4P1T1 +2.61530699
Q4P1T6 +2.24854535
Q4P1T8 +2.58252211
Q4P2T1 +2.58203605
Q4P2T6 +2.56031750
Q4P2T8 +2.62213165
Q4D1 +1.40197290
Q4D2 +1.47885355
Q4D3 +1.48649031
Q4D4 +1.49263679
Q4D5 +1.47760503
Q4D6 +1.48292220
Q4D7 +1.47659449
Q4D8 +1.49275949

Magnet k / m−2

Q4T2 +2.57898949
Q4T3 +2.57796719
Q4T4 +2.58157782
Q4T5 +2.58022594
Q4T7 +2.58000776
Q5P1T1 -2.42116424
Q5P1T6 -1.02671552
Q5P1T8 -2.59460394
Q5P2T1 -2.60077137
Q5P2T6 -2.45473858
Q5P2T8 -2.41402770
Q5T2 -2.58798946
Q5T3 -2.62810235
Q5T4 -2.59997779
Q5T5 -2.59005859
Q5T7 -2.60805533
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Figure D.3: Comparison of the V1-lattice with the current lattice.

Table D.3: Fit output V1.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.38 32.34 54.57 1.08 1.4

Magnets Initial Final Di�erence Factor

1 Q5PT2R -2.588 0.000 2.588 -0.000
2 Q4PT2R 2.579 2.032 -0.547 0.788
3 Q3PT2R -2.455 -2.630 -0.174 1.071
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Figure D.4: Comparison of the V2-lattice with the current lattice.

Table D.4: Fit output V2.

Magnets Initial Final Di�erence Factor

1 Q5PT2R -2.588 0.000 2.588 -0.000
2 Q3PD2R -2.125 -2.187 -0.062 1.029
3 Q3PD3R -2.126 -2.220 -0.094 1.044
4 Q3PT2R -2.455 -2.449 0.006 0.997
5 Q4PD2R 1.479 1.457 -0.022 0.985
6 Q4PD3R 1.486 1.458 -0.028 0.981
7 Q4PT2R 2.579 2.052 -0.527 0.796

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.39 26.89 33.58 1.01 1.13
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Figure D.5: Comparison of the V3-lattice with the current lattice.

Table D.5: Fit output V3.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.53 907.38 28.74 30.22 1.04 1.08

Magnets Initial Final Di�erence Factor

1 Q5PT2R -2.588 0.000 2.588 -0.000
2 Q3PD2R -2.125 -2.173 -0.047 1.022
3 Q3PD3R -2.126 -2.160 -0.034 1.016
4 Q3P1T1R -2.538 -2.591 -0.053 1.021
5 Q3P2T1R -2.440 -2.371 0.070 0.972
6 Q3PT2R -2.455 -2.482 -0.027 1.011
7 Q3PT3R -2.428 -2.474 -0.046 1.019
8 Q4PD2R 1.479 1.446 -0.033 0.978
9 Q4PD3R 1.486 1.470 -0.017 0.989
10 Q4P1T1R 2.615 2.627 0.012 1.005
11 Q4P2T1R 2.582 2.560 -0.022 0.992
12 Q4PT2R 2.579 2.037 -0.542 0.790
13 Q4PT3R 2.578 2.608 0.030 1.012
14 Q5P1T1R -2.421 -2.493 -0.072 1.030
15 Q5P2T1R -2.601 -2.615 -0.014 1.006
16 Q5PT3R -2.628 -2.664 -0.036 1.014
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Figure D.6: Comparison of the V4-lattice with the current lattice.

Table D.6: Fit output V4.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.38 24.48 28.38 1 1.06

Magnets Initial Final Di�erence Factor

1 Q5PT2R -2.588 0.000 2.588 -0.000
2 Q3PD1R -2.021 -2.109 -0.088 1.044
3 Q3PD2R -2.125 -2.125 0.001 1.000
4 Q3PD3R -2.126 -2.053 0.073 0.966
5 Q3PD4R -2.132 -2.223 -0.090 1.042
6 Q3P1T1R -2.538 -2.615 -0.077 1.030
7 Q3P2T1R -2.440 -2.435 0.005 0.998
8 Q3PT2R -2.455 -2.469 -0.014 1.006
9 Q3PT3R -2.428 -2.466 -0.038 1.016
10 Q4PD1R 1.402 1.441 0.039 1.028
11 Q4PD2R 1.479 1.476 -0.003 0.998
12 Q4PD3R 1.486 1.459 -0.028 0.981
13 Q4PD4R 1.493 1.485 -0.008 0.995
14 Q4P1T1R 2.615 2.586 -0.029 0.989
15 Q4P2T1R 2.582 2.583 0.001 1.000
16 Q4PT2R 2.579 2.033 -0.546 0.788
17 Q4PT3R 2.578 2.587 0.010 1.004
18 Q5P1T1R -2.421 -2.437 -0.016 1.007
19 Q5P2T1R -2.601 -2.611 -0.010 1.004
20 Q5PT3R -2.628 -2.642 -0.014 1.005
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Figure D.7: Comparison of the V5-lattice with the current lattice.

Table D.7: Fit output V5.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.39 25.43 28.65 1.01 1.07

Magnets Initial Final Di�erence Factor

1 Q5PT2R -2.588 0.000 2.588 -0.000
2 Q3PD1R -2.021 -2.060 -0.039 1.019
3 Q3PD2R -2.125 -2.112 0.013 0.994
4 Q3PD3R -2.126 -2.121 0.004 0.998
5 Q3PD4R -2.132 -2.153 -0.020 1.009
6 Q3P1T1R -2.538 -2.577 -0.039 1.015
7 Q3P1T8R -2.446 -2.507 -0.061 1.025
8 Q3P2T1R -2.440 -2.454 -0.014 1.006
9 Q3P2T8R -2.540 -2.546 -0.007 1.003
10 Q3PT2R -2.455 -2.496 -0.041 1.017
11 Q3PT3R -2.428 -2.463 -0.036 1.015
12 Q3PT4R -2.440 -2.468 -0.028 1.011
13 Q4PD1R 1.402 1.400 -0.002 0.999
14 Q4PD2R 1.479 1.469 -0.010 0.993
15 Q4PD3R 1.486 1.487 0.001 1.001
16 Q4PD4R 1.493 1.497 0.004 1.003
17 Q4P1T1R 2.615 2.618 0.002 1.001
18 Q4P1T8R 2.583 2.562 -0.020 0.992
19 Q4P2T1R 2.582 2.573 -0.009 0.997
20 Q4P2T8R 2.622 2.622 0.000 1.000
21 Q4PT2R 2.579 2.060 -0.519 0.799
22 Q4PT3R 2.578 2.573 -0.005 0.998
23 Q4PT4R 2.582 2.581 -0.001 1.000
24 Q5P1T1R -2.421 -2.436 -0.015 1.006
25 Q5P1T8R -2.595 -2.495 0.100 0.962
26 Q5P2T1R -2.601 -2.640 -0.039 1.015
27 Q5P2T8R -2.414 -2.444 -0.030 1.012
28 Q5PT3R -2.628 -2.635 -0.007 1.002
29 Q5PT4R -2.600 -2.594 0.006 0.998
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Figure D.8: Comparison of the Vall-lattice with the current lattice.
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Table D.8: Fit output Vall.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.38 24.43 27.92 1 1.04

Magnets Initial Final Di�erence Factor

1 Q3PD1R -2.021 -2.064 -0.043 1.021
2 Q3PD2R -2.125 -2.093 0.033 0.985
3 Q3PD3R -2.126 -2.101 0.025 0.988
4 Q3PD4R -2.132 -2.172 -0.039 1.018
5 Q3PD5R -2.120 -2.178 -0.058 1.027
6 Q3PD6R -2.110 -2.116 -0.006 1.003
7 Q3PD7R -2.117 -2.143 -0.026 1.012
8 Q3PD8R -2.137 -2.172 -0.036 1.017
9 Q3P1T1R -2.538 -2.581 -0.044 1.017
10 Q3P1T6R -2.685 -2.683 0.002 0.999
11 Q3P1T8R -2.446 -2.459 -0.013 1.005
12 Q3P2T1R -2.440 -2.471 -0.031 1.013
13 Q3P2T6R -2.337 -2.367 -0.030 1.013
14 Q3P2T8R -2.540 -2.542 -0.003 1.001
15 Q3PT2R -2.455 -2.450 0.005 0.998
16 Q3PT3R -2.428 -2.447 -0.019 1.008
17 Q3PT4R -2.440 -2.440 -0.000 1.000
18 Q3PT5R -2.450 -2.454 -0.004 1.002
19 Q3PT7R -2.432 -2.439 -0.007 1.003
20 Q4PD1R 1.402 1.407 0.005 1.004
21 Q4PD2R 1.479 1.479 0.000 1.000
22 Q4PD3R 1.486 1.510 0.024 1.016
23 Q4PD4R 1.493 1.501 0.008 1.005
24 Q4PD5R 1.478 1.481 0.003 1.002
25 Q4PD6R 1.483 1.488 0.005 1.004
26 Q4PD7R 1.477 1.488 0.011 1.008
27 Q4PD8R 1.493 1.487 -0.006 0.996
28 Q4P1T1R 2.615 2.602 -0.013 0.995
29 Q4P1T6R 2.249 2.281 0.033 1.015
30 Q4P1T8R 2.583 2.567 -0.015 0.994
31 Q4P2T1R 2.582 2.552 -0.030 0.988
32 Q4P2T6R 2.560 2.573 0.013 1.005
33 Q4P2T8R 2.622 2.638 0.016 1.006
34 Q4PT2R 2.579 2.003 -0.576 0.777
35 Q4PT3R 2.578 2.566 -0.012 0.995
36 Q4PT4R 2.582 2.573 -0.009 0.997
37 Q4PT5R 2.580 2.590 0.010 1.004
38 Q4PT7R 2.580 2.586 0.006 1.002
39 Q5P1T1R -2.421 -2.451 -0.030 1.012
40 Q5P1T6R -1.027 -1.023 0.004 0.996
41 Q5P1T8R -2.595 -2.560 0.034 0.987
42 Q5P2T1R -2.601 -2.573 0.027 0.989
43 Q5P2T6R -2.455 -2.451 0.003 0.999
44 Q5P2T8R -2.414 -2.423 -0.009 1.004
45 Q5PT2R -2.588 -0.000 2.588 0.000
46 Q5PT3R -2.628 -2.678 -0.050 1.019
47 Q5PT4R -2.600 -2.560 0.040 0.985
48 Q5PT5R -2.590 -2.571 0.019 0.993
49 Q5PT7R -2.608 -2.582 0.026 0.990
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Figure D.9: Comparison of the V2Q3T-lattice with the current lattice.

Table D.9: Fit output V2Q3T.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.38 26.56 28.56 1 1.07

Magnets Initial Final Di�erence Factor

1 Q3PD2R -2.125 -2.132 -0.007 1.003
2 Q3PD3R -2.126 -2.103 0.022 0.990
3 Q3P1T1R -2.538 -2.577 -0.040 1.016
4 Q3P1T6R -2.685 -2.739 -0.054 1.020
5 Q3P1T8R -2.446 -2.489 -0.043 1.017
6 Q3P2T1R -2.440 -2.473 -0.033 1.013
7 Q3P2T6R -2.337 -2.347 -0.010 1.004
8 Q3P2T8R -2.540 -2.607 -0.067 1.027
9 Q3PT2R -2.455 -2.475 -0.020 1.008
10 Q3PT3R -2.428 -2.471 -0.043 1.018
11 Q3PT4R -2.440 -2.463 -0.024 1.010
12 Q3PT5R -2.450 -2.448 0.002 0.999
13 Q3PT7R -2.432 -2.447 -0.015 1.006
14 Q4PD2R 1.479 1.472 -0.006 0.996
15 Q4PD3R 1.486 1.478 -0.009 0.994
16 Q4PT2R 2.579 2.050 -0.529 0.795
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Figure D.10: Comparison of the V2Q4T-lattice with the current lattice.

Table D.10: Fit output V2Q4T.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.57 907.38 29.84 30.35 1.11 1.11

Magnets Initial Final Di�erence Factor

1 Q3PD2R -2.125 -2.164 -0.039 1.018
2 Q3PD3R -2.126 -2.182 -0.057 1.027
3 Q3PT2R -2.455 -2.486 -0.031 1.013
4 Q4PD2R 1.479 1.453 -0.026 0.983
5 Q4PD3R 1.486 1.468 -0.018 0.988
6 Q4P1T1R 2.615 2.581 -0.035 0.987
7 Q4P1T6R 2.249 2.289 0.040 1.018
8 Q4P1T8R 2.583 2.596 0.014 1.005
9 Q4P2T1R 2.582 2.573 -0.010 0.996
10 Q4P2T6R 2.560 2.625 0.065 1.025
11 Q4P2T8R 2.622 2.644 0.022 1.008
12 Q4PT2R 2.579 2.042 -0.537 0.792
13 Q4PT3R 2.578 2.507 -0.071 0.972
14 Q4PT4R 2.582 2.553 -0.028 0.989
15 Q4PT5R 2.580 2.555 -0.025 0.990
16 Q4PT7R 2.580 2.630 0.050 1.019
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Figure D.11: Comparison of the V2Q5-lattice with the current lattice.

Table D.11: Fit output V2Q5.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.54 907.38 27.39 30.62 1.03 1.08

Magnets Initial Final Di�erence Factor

1 Q3PD2R -2.125 -2.179 -0.054 1.025
2 Q3PD3R -2.126 -2.187 -0.061 1.029
3 Q3PT2R -2.455 -2.482 -0.027 1.011
4 Q4PD2R 1.479 1.467 -0.012 0.992
5 Q4PD3R 1.486 1.502 0.015 1.010
6 Q4PT2R 2.579 2.072 -0.507 0.803
7 Q5P1T1R -2.421 -2.629 -0.208 1.086
8 Q5P1T6R -1.027 -1.061 -0.034 1.033
9 Q5P1T8R -2.595 -2.637 -0.042 1.016
10 Q5P2T1R -2.601 -2.646 -0.045 1.017
11 Q5P2T6R -2.455 -2.485 -0.031 1.012
12 Q5P2T8R -2.414 -2.438 -0.024 1.010
13 Q5PT2R -2.588 0.001 2.589 -0.000
14 Q5PT3R -2.628 -2.664 -0.036 1.014
15 Q5PT4R -2.600 -2.730 -0.130 1.050
16 Q5PT5R -2.590 -2.587 0.003 0.999
17 Q5PT7R -2.608 -2.562 0.046 0.982



Appendix D. Detailed overview of all solutions 65

VOF

0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240
orbit position s / m

0
4
8

12
16
20
24
28
32

T1 D2 T2 D3 T3 D4 T4 D5 T5 D6 T6 D7 T7 D8 T8

28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62
orbit position s / m

0

4

8

12

16

20

24

28

32

VOFQx: 17.85 (1061 kHz)   Qy: 6.69 (859 kHz)   C: 7.07e-04x/m y/m x/10cm

S4D

Q4D2

S3D

Q3D2 B Q2D

S2

Q1D

S1

Q1D

S2

Q2D B Q3T2

S3T

Q4T2

S4T

Q5T2 Q5T2

S4T

Q4T2

S3T

Q3T2 B Q2D

S2

Q1D

S1

Q1D

S2

Q2D B Q3D3

S3D

Q4D3

S4D

D2 T2 D3

Figure D.12: Comparison of the VOF-lattice with the current lattice.

Table D.12: Fit output VOF.

Qx / kHz Qy / kHz βx,max / m βy,max / m β x,rel / m βy,rel / m

1060.52 858.68 24.48 29.91 1 1.08

Magnets Initial Final Di�erence Factor

1 Q3PD2R -2.125 -2.181 -0.055 1.026
2 Q3PD3R -2.126 -2.167 -0.041 1.019
3 Q3P1T1R -2.538 -2.662 -0.124 1.049
4 Q3P1T6R -2.685 -2.672 0.013 0.995
5 Q3P2T1R -2.440 -2.356 0.084 0.965
6 Q3P2T6R -2.337 -2.388 -0.051 1.022
7 Q3PT2R -2.455 -2.458 -0.003 1.001
8 Q4PD1R 1.402 1.393 -0.009 0.994
9 Q4PD2R 1.479 1.474 -0.005 0.997
10 Q4P1T1R 2.615 2.644 0.029 1.011
11 Q4P1T6R 2.249 2.261 0.012 1.005
12 Q4P2T1R 2.582 2.542 -0.040 0.984
13 Q4P2T6R 2.560 2.555 -0.006 0.998
14 Q4PT2R 2.579 2.040 -0.539 0.791
15 Q5P1T1R -2.421 -2.368 0.053 0.978
16 Q5P1T6R -1.027 -1.041 -0.015 1.014
17 Q5P2T1R -2.601 -2.616 -0.015 1.006
18 Q5P2T6R -2.455 -2.501 -0.046 1.019
19 Q5PT2R -2.588 0.000 2.588 -0.000



66 Appendix D. Detailed overview of all solutions

LOCO measurements

V1: LOCO vs SIM
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Figure D.13: Comparison of V1 LOCO (solid) with V1 SIM (dashed).
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Figure D.14: Comparison of V2 LOCO (solid) with V2 SIM (dashed).
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V4 LOCO vs SIM (MAY)
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Figure D.15: Comparison of V4 LOCO (solid) with V4 SIM (dashed) of May.

V4 LOCO vs SIM LOCO (AUG)
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Figure D.16: Comparison of V4 LOCO (solid) with V4 SIM (dashed) of August.
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V4 LOCO August vs Stanard LOCO
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Figure D.17: The loco measured V4 optics (solid) in comparison to the standard optics (dashed).
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