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Abstract

A large number of fields (e.g., natural language processing, computer vision) have witnessed the power of deep convolutional neural networks (CNN). However, both training and doing inference are computationally expensive and memory intensive. Therefore, a growing number of researches are attempting to compress convolutional neural networks, which aimed at accelerating CNN-based models without losing accuracy. These techniques are roughly categorized into four schemes: neural network configuration reset, parameter pruning and sharing, low-rank factorization and sparsity, and knowledge distillation. For methods of each scheme, we provide a roughly insightful analysis regarding their performance, related applications, advantages and drawbacks. After that, we survey the evaluation benchmarks and datasets. Finally, we conclude this paper, discuss remaining challenges and our opinions about the direction in this topic.

1 Introduction

In recent years, deep neural networks have recently received lots of attentions, been applied to different applications and won several contests. However, the success of deep neural networks heavily rely on the high computation capability of GPUs. AlexNet [1] introduced convolutional neural networks aimed at handling image classification problems and achieved breakthrough results in the 2012 ImageNet Challenge using a network containing over 60 million parameters with five convolutional layers and three fully-connected layers. What’s more, for example, VGG16 [2], a widely used robust and powerful model, has almost one billion parameters. Usually, it takes several days, even more than one week to train the whole model on ImageNet dataset with a NVIDIA TITAN.

Nowadays, it has a tendency to design deeper and wider neural network with more layers and connection between them [1, 2, 3, 4]. Reducing the computation is a vital task to give the ability of deep neural network to plant on mobile devices and embedded systems. Nowadays deep learning on cell phones is a hot topic. Several successful trials has been made to make deep neural network

We classify these approaches trying to compress neural network model without losing too much accuracy into four categories: neural network configuration reset, parameter pruning and sharing, low-rank factorization and sparsity, and knowledge distillation. The neural network configuration reset approaches aimed at change the set of architecture’s configuration such as pooling size and the connection ways among feature maps with different depth. The parameter pruning and sharing based methods explore the redundancy in the model parameters and try to remove the redundant and uncritical ones. Low-rank factorization based techniques use matrix/tensor decomposition to estimate the information parameters of the deep CNNs. The knowledge distillation methods learn a distilled model and train a more compact neural network to reproduce the output of a larger network.

2 Neural Network Configuration Reset

Neural network configuration reset means doing some slight changes on the former architecture. Experimental results indicate it always really increase the performance of neural network, including speed or model size. We classify the neural network configuration reset problem into three categories: CNNs traditional components reset, Connection among feature maps reset and inception module reset.

2.1 CNNs Traditional Components Reset

The CNNs Traditional Components, except input and output, can be briefly summarized into three parts: filter size, pooling and feature map. CNNs traditional components reset means changing them to make neural network more efficient.

2.1.1 Filter Size

[1] achieve great success on image classification problems with a high efficient network architectures with five convolutional layer with filter size of 7*7 and 5*5 at that time. [8] uses three smaller 3*3 filter to replace a 7*7 one and replace a 5*5 filter with 3*3 one. The result shows these methods really decreased the connection parameters and achieved better accuracy. [3] proposed that 1*1 filter is more efficient. [9], the AlexNet-level accuracy model with 50x fewer parameters and <1MB, proposed the combination with 1*1 filter and 3*3 filter make the model parameters decreased, which achieved 9x fewer parameters than using 3*3 filter alone.

2.1.2 Pooling

As pooling is not very computational, I will focus on how to use different ways of pooling to get better neural network model with fewer parameters. AlexNet [1] proposed three max pooling layer and max pooling was widely used after then. [8] found that doing less max pooling and modularization can be parameter-saving without losing accuracy. [4,10,12] adopted this opinion and got better performance. Meanwhile, [11] also proposed that the highly computational-consuming fully connect layer can be replaced by GAP(Global Average Pooling), which was really elegant with fewer parameters and was widely used as well.

2.1.3 Feature Map

Deeper and smaller feature maps have larger receptive fields but detailed features are hard to extract from them. Meanwhile, larger feature maps contain more features but are computation-consuming and the robustness of them are always not good enough. [10] proposed smaller feature maps. Even they are deeper than [2], they still get better performance on image classification tasks with fewer parameters. [12] also used smaller and well-designed feature maps leading to state-of-the-art performance.
Table 1: Error rate on CIFAR and SVHN datasets

<table>
<thead>
<tr>
<th>Method</th>
<th>Params</th>
<th>C10</th>
<th>C10+</th>
<th>C100</th>
<th>C100+</th>
<th>SVHN</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet 110</td>
<td>1.7M</td>
<td>-</td>
<td>6.61</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ResNet with Stochastic Depth</td>
<td>1.7M</td>
<td>11.66</td>
<td>5.23</td>
<td>37.80</td>
<td>24.58</td>
<td>1.75</td>
</tr>
<tr>
<td>FractalNet</td>
<td>3.6M</td>
<td>10.18</td>
<td>5.22</td>
<td>35.34</td>
<td>23.30</td>
<td>2.01</td>
</tr>
<tr>
<td>DenseNet-BC (K = 12)</td>
<td>0.8M</td>
<td>5.92</td>
<td>4.51</td>
<td>24.15</td>
<td>22.27</td>
<td>1.76</td>
</tr>
</tbody>
</table>

3.2 Connection Among Feature Maps Reset

With neural network going deeper, it becomes very hard to train a model because of gradient vanish. ResNet [10] connected the current convolutional outcome with previous one and it was the champion of ImageNet2016 with a pretty low error rate even exceed our human beings. [13] proposed interacting subpaths of different length among feature maps, which surpass the accuracy of ResNet with higher speed. The success of FractalNet shows there are many bootless parameters in the connection of hidden layer. What’s more, DenseNet [12] attempted to connect every feature map with any others. Due to the conclusion drawn above, it achieved better efficiency with nearly half parameters than ResNet.

Table 1 is the error rate of the model mentioned above on CIFAR and SVHN. The result shows modifying the CNNs traditional components can really increase the accuracy with fewer parameters.

3.3 Inception Module Reset

Modularization is experimentally proved that it can lead to better performance. Nowadays, almost all the powerful and successful neural network models, including [2, 11, 3, 4] are modular. For example, the Inception module with dimension reductions in GoogLeNet [3] contains three 1*1 convolutions to reduce parameters and increase the depth of neural network, one 3*3 convolutions and one 5*5 convolutions to maintain the property of convolutional neural network. One the one hand, the well-organized neural network modules are easy to train, the size of model is smaller as well.

3 Parameter Pruning and Sharing

Early works showed that network pruning is effective in reducing the network complexity and addressing the over-fitting problem. After that researcher found pruning originally introduced to reduce the structure in neural networks and hence improve generalization, can be applied to the problem of compression and speed-up. It has been widely studied to compress DNN models, trying to remove parameters which are not crucial to the model performance. According to the way to reduce the redundant (e.g., information redundant or parameter space redundant), these techniques can be further classified into two categories: model quantization and binarization and parameter sharing.

3.1 Quantization and Binarization

Network quantization compresses the original network by reducing the number of bits required to represent each weight. Gong et al. [14] and Wu et al. [15] applied k-means scalar quantization to the parameter values. Vanhoucke et al. [16] showed that 8-bit quantization of the parameters can result in significant speed-up with minimal loss of accuracy. The work in [17] used 16-bit fixed-point representation in stochastic rounding based CNN training, which significantly reduced memory usage and float point operations with little loss in classification accuracy.

The method proposed in [18] first pruned the unimportant connections and retrained the sparsely connected networks. Then it quantized the link weights using weight sharing, and then applied Huffman coding to the quantized weights as well as the codebook to further reduce the rate. As shown in Figure 1, it started by learning the connectivity via normal network training, followed by pruning the small-weight connections. Finally, the network was retrained to learn the final weights for the remaining sparse connections. The work achieved the state-of-the-art performance among all parameter quantization based methods. It was shown in [19] that Hessian weight could be used to measure the importance of network parameters, and proposed to minimize Hessian-weighted quantization errors in average for clustering network parameters.
In the extreme case of 1-bit representation of each weight, that is, binary weight neural networks, there are also many works that directly train CNNs with binary weights, for instance, BinaryNet [20] and XNOR Networks [21]. The main idea is to directly learn binary weights or activations during the model training. The systematic study in [22] showed that networks trained with backpropagation could be resilient to specific weight distortions, including binary weights.

3.2 Pruning and Sharing

Network pruning and sharing has been used both to reduce network complexity and to address the over-fitting issue. An early approach to pruning was the Biased Weight Decay [23]. The optimal brain damage [24] and the optimal brain surgeon [25] methods reduced the number of connections based on the Hessian of the loss function, and their work suggested that such pruning gave higher accuracy than magnitude-based pruning such as the weight decay method. These methods followed the way training from scratch manner.

A recent trend in this direction is to prune redundant, non-informative weights in a pre-trained CNN model. For example, Srinivasasnd Babu [26] explored the redundancy among neurons, and proposed a data-free pruning method to remove redundant neurons. Han et al. [27] proposed to reduce the total number of parameters and operations in the entire network. Chen et al. [28] proposed a HashedNets model that used a low-cost hash function to group weights into hash buckets for parameter sharing. The deep compression method in [18] removed the redundant connections and quantized the weights, and then used Huffman coding to encode the quantized weights. In [29], a simple regularization method based on soft weight-sharing was proposed, which included both quantization and pruning in one simple training procedure. It is worthy to note that, the above schemes typically produce connections pruning in CNNs.

There is also growing interest in training compact CNNs with sparsity constraints. Those sparsity constraints are typically introduced in the optimization problem as l1 or l2 regularization. The work in [30] imposed group sparsity constraint on the convolutional filters to achieve structured brain damage, i.e., pruning entries of the convolution kernels in a group-wise fashion. In [31], a group-sparse regularizer on neurons was introduced during the training stage to learn compact CNNs with reduced filters. Wen et al. [32] added a structured sparsity regularizer on each layer to reduce trivial filters, channels or even layers. In the filter-level pruning, all the above works used l2-11 norm regularizers. The work in [33] used l1 norm to select and prune unimportant filters.

3.3 Main-Stream methods Evaluation

As for the quantization and binarization method, the accuracy of such binary nets is significantly lowered when dealing with large CNNs such as GoogLeNet and ResNet. Another drawback of these binary nets is that existing binarization schemes are based on simple matrix approximations and ignore the effect of binarization on the accuracy loss. To address this issue, the work in [34] proposed a proximal Newton algorithm with diagonal Hessian approximation that directly minimizes the loss with respect to binary weights. The work in [35] reduced the time on float point multiplication in the training stage by stochastically binarizing weights and converting multiplication in the hidden state computation to sign changes.
The essential drawbacks of pruning and sharing methods are diversified. First, pruning with l1 or l2 regularization requires more iterations to converge. Furthermore, all pruning criteria require manual setup of sensitivity for layers, which demands fine-tuning of the parameters and could be cumbersome for some questions.

4 Low-Rank Factorization and Sparsity

Convolution operations contribute the bulk of all computations in deep CNNs, thus reducing the convolution layer would improve the compression rate as well as the overall speedup. For the convolution kernels, it can be viewed as a 4D tensor. Ideas based on tensor decomposition is derived by the intuition that there is a significant amount of redundancy in 4D tensor, which is a particularly promising way to remove the redundancy. Regarding to the fully-connected layer, it can be view as a 2D matrix and the low-rankness can also help.

Figure 2: A typical framework of the low-rank regularization method. The left is the original convolutional layer and the right is the low-rank constraint convolutional layer with rank-K.

It has been a long time for using low-rank filters to accelerate convolution, for example, high dimensional DCT (discrete cosine transform) and wavelet systems using tensor products to be constructed from 1D DCT transform and 1D wavelets respectively. Learning separable 1D filters was introduced by Rigamonti et al. [36], following the dictionary learning idea. Regarding some simple DNN model, a few low-rank approximation and clustering schemes for the convolutional kernels were proposed in [37]. They achieved 2x speedup for a single convolutional layer with 1% drop in classification accuracy. The work in [38] proposed using different tensor decomposition schemes, reporting a 4.5x speedup with 1% drop in accuracy in text recognition. The low-rank approximation was done layer by layer. The parameters of one layer were fixed after it was done, and the layers above were fine-tuned based on a reconstruction error criterion. These are typical low-rank methods for compressing 2D convolutional layers, which is described in Figure 2. Following this direction, Canonical Polyadic (CP) decomposition of was proposed for the kernel tensors in [39]. Their work used nonlinear least squares to compute the CP decomposition. In [40], a new algorithm for computing the low-rank tensor decomposition for training low-rank constrained CNNs from scratch were proposed. It used Batch Normalization (BN) to transform the activations of the internal hidden units. In general, both the CP and the BN decomposition schemes in [40] (BN Low-rank) can be used to train CNNs from scratch. However, there are few differences between them. For example, finding the best low-rank approximation in CP decomposition is an ill-posed problem, and the best rank-K approximation may not exist sometimes. While for the BN scheme, the decomposition always exists. We also compare the performance of both methods in Table 2. The actual speedup and the compression rates are used to measure their performance. We can see that the BN method can achieve slightly better speedup rate while the CP version give higher compression rates.

Note that the fully connected layers can be viewed as a 2D matrix and thus the above mentioned methods can also be applied there. There are several classical works on exploiting ow-rankness in fully connected layers. For instance, Misha et al. [41] reduced the number of dynamic parameters in deep models using the low-rank method. [42] explored a low-rank matrix factorization of the final weight layer in a DNN for acoustic modeling.
Table 2: Comparisons Between the Low-Rank Models and Their Baselines on ILSVRC-2012.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-5 Accuracy</th>
<th>Speed-up</th>
<th>Compression Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>80.03%</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BN Low-rank</td>
<td>80.56%</td>
<td>1.09</td>
<td>4.94</td>
</tr>
<tr>
<td>CP Low-rank</td>
<td>79.66%</td>
<td>1.82</td>
<td>5.0</td>
</tr>
<tr>
<td>VGG-16</td>
<td>90.60%</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>BN Low-rank</td>
<td>90.46%</td>
<td>1.53</td>
<td>2.81</td>
</tr>
<tr>
<td>CP Low-rank</td>
<td>90.31%</td>
<td>2.05</td>
<td>2.75</td>
</tr>
<tr>
<td>GoogLeNet</td>
<td>92.21%</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>BN Low-rank</td>
<td>91.88%</td>
<td>1.08</td>
<td>2.79</td>
</tr>
<tr>
<td>CP Low-rank</td>
<td>91.79%</td>
<td>1.20</td>
<td>2.84</td>
</tr>
</tbody>
</table>

5 Knowledge Distillation

To the best of our knowledge, exploiting knowledge transfer (KT) to compress model was first proposed by Caruana et al. [43]. They trained a compressed/ensemble model of strong classifiers with pseudo-data labeled, and reproduced the output of the original larger network. However, the work is limited to shallow models. The idea has been recently adopted in [44] as Knowledge Distillation (KD) to compress deep and wide networks into shallower ones, where the compressed model mimicked the function learned by the complex model. The main idea of KD based approaches is to shift knowledge from a large teacher model into a small one by learning the class distributions output via softened softmax.

The work in [45] introduced a KD compression framework, which eased the training of deep networks by following a student-teacher paradigm, in which the student was penalized according to a softened version of the teachers output. The framework compressed an ensemble of deep networks (teacher) into a student network of similar depth. To do so, the student was trained to predict the output of the teacher, as well as the true classification labels. Despite its simplicity, KD demonstrates promising results in various image classification tasks. The work in [46] aimed to address the network compression problem by taking advantage of depth neural networks. It proposed an approach to train thin but deep networks, called FitNets, to compress wide and shallower (but still deep) networks. The method was extended the idea to allow for thinner and deeper student models. In order to learn from the intermediate representations of teacher network, FitNet made the student mimic the full feature maps of the teacher. However, such assumptions are too strict since the capacities of teacher and student may differ greatly. In certain circumstances, FitNet may adversely affect the performance and convergence. All the above methods are validated on MNIST, CIFAR-10, CIFAR-100, SVHN and AFLW benchmark datasets, and simulation results show that these methods match or outperform the teachers performance, while requiring notably fewer parameters and multiplications.

There are several extension along this direction of distilling knowledge. The work in [47] trained a parametric student model to approximate a Monte Carlo teacher. The proposed framework used online training, and used deep neural networks for the student model. Different from previous works which represented the knowledge using the soften label probabilities, [48] represented the knowledge by using the neurons in the higher hidden layer, which preserved as much information as the label probabilities, but are more compact. The work in [49] accelerated the experimentation process by instantaneously transferring the knowledge from a previous network to each new deeper or wider network. The techniques are based on the concept of function-preserving transformations between neural network specifications. Zagoruyko et al. [15] proposed Attention Transfer (AT) to relax the assumption of FitNet. They transferred the attention maps that are summaries of the full activations.

The drawbacks of KD-based Approaches can make deeper models thinner and help significantly reduce the computational cost. However, there are a few disadvantages. One of them is that KD can only be applied to classification tasks with softmax loss function, which hinders its usage. Another drawback is that the model assumptions sometimes are too strict to make the performance competitive with other type of approaches.
6 Evaluation and Datasets

In the past five years, the deep learning community had made great efforts in benchmarks models. Several widely-used models such as VGG16\(^2\) and ResNet\(^10\) is very robust now. Due to the excellent performance of AlexNet\(^1\) on handling image classification problem and achieved breakthrough results in the 2012 ImageNet Challenge. A growing number of researchers tends to evaluate whether a novel deep neural network model works well on image classification problems.

6.1 CIFAR-10 & CIFAR-100

One of the most small-scale datasets is CIFAR-10 and CIFAR-100. CIFAR-10 consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. And there are 50000 training images and 10000 test images. CIFAR-10 dataset is divided into five training batches and one test batch, each with 10000 images. The test batch contains exactly 1000 randomly-selected images from each class. The training batches contain the remaining images in random order, but some training batches may contain more images from one class than another. Between them, the training batches contain exactly 5000 images from each class. The CIFAR-100 dataset is just like the CIFAR-10, except it has 100 classes containing 600 images each. Those dataset is very excellent at evaluating the performance of a newly proposed neural network architecture quickly.

6.2 COCO

COCO\(^50\) is a dataset aimed at object classification in the context of the broader question of scene understanding. This dataset contains photos of 91 objects types that would be easily recognizable by a 4 year old. With a total of 2.5 million labeled instances in 328k images.

6.3 PASCAL VOC

PASCAL VOC\(^51\) is a publicly available dataset of images together with ground truth annotation and standardized evaluation software. PASCAL VOC datasets including PASCAL VOC 07 and PASCAL VOC 12. PASCAL VOC 07 constrains 9,963 images containing 24,640 annotated objects. And all the objects are classified into 20 classes. As far PASCAL VOC 12, The train/val data has 11,530 images containing 27,450 ROI annotated objects and 6,929 segmentation.

6.4 ImageNet

ImageNet is a widely used dataset which mainly targeted on handling classification problems. ImageNet is an image dataset organized according to the WordNet hierarchy. Each meaningful concept in WordNet, possibly described by multiple words or word phrases, is called a "synonym set" or "synset". There are more than 100,000 synsets in WordNet, majority of them are nouns (80,000+). In ImageNet, they aim to provide on average 1000 images to illustrate each synset. Images of each concept are quality-controlled and human-annotated.

7 Discussion and Challenges

We only summary the techniques in the perspective of algorithms and new architectures instead of hardware compression and acceleration. The parameter storage compression methods aimed at optimal the storage of data in memory including bit-compression methods and increase the compatibility between neural network architecture and hardware is beyond our scope.

7.1 Typical Rules

1. Well-organized module of neural network with delicate changes on traditional neural network (e.g. the combination of 1*1 filters and 3*3 filters, replace fully connected layer with global average pooling) tends to get a model with fewer parameters with a better performance.
2. Usually the approach of pruning and weight sharing could give reasonable compression rate while not hurt the accuracy. Thus for applications which requires stable model accuracy, it better to utilize pruning and weight sharing.

3. With neural network going deeper or wider, novel designs with robust efficiency is desired. We often need a lot of data to train our model well. If we only have a small/medium size datasets, the knowledge distillation approaches are great choice. The compressed student model can take the benefit of transferring knowledge from teacher model, making it robust dataset which are not large.

4. Techniques mentioned above are some experimental methods, we can combine two or more to maximize the compression rates and acceleration rates. However, it is a trade-off between model size and speed.

7.2 Challenges

Techniques for deep neural network model compression and acceleration are still in the early stage and the following challenges still need to be addressed:

1. Most of the current state-of-the-art approaches are built on well-designed CNN models, which have limited free-dom to change the configuration (e.g., network structural, hyper-parameters). To handle more complicated tasks, it should provide more plausible ways to configure the compressed models.

2. Pruning is an effective way to compress and accelerate CNNs. Current pruning techniques are mostly designed to eliminate connections between neurons. On the other hand, pruning channel can directly reduce the feature map width and shrink the model into a thinner one. It is efficient but also challenging because removing channels might dramatically change the input of the following layer. It is important to address how to address this issue.

3. The methods of knowledge distillation (KD) provide many benefits such as directly accelerating model without special hardware or implementations. It is still worthy developing KD-based approaches and exploring how to improve the performance.

4. Hardware constraints in various of small platforms (e.g., mobile, robotic, self-driving car) are still a major problem to hinder the extension of deep CNNs. How to make full use of the limited computational source available and how to design special compression methods for such platforms are still challenges that need to be addressed.

7.3 The Most State-of-the-art Attemptions

Recently, a lot of novel attempts trying to do neural network compression and acceleration were proposed. They are fancy but they remain to be examined whether the potential conclusions extracted from them can lead to the right direction, and whether they are robust and can be transferred successfully. In the end of this paper, I will discuss them to the largest scope of my understanding.

7.3.1 Divide and Conquer

Divide and Conquer is a very powerful algorithm, and it also can be applied into neural network compression and acceleration. [1] used this idea for the first time, but the main motivation about it was to alleviate the heavy load of computation by separate this architecture into two parts.

[3] proposed novel compression model based on depth-wise separable convolutions which is a form of factorized convolutional which factorize a standard convolution into a depth-wise convolution and a 1*1 convolution called a point-wise convolution. For MobileNets the depth-wise convolution applies a single filter to each input channel. The point-wise convolution then applies a 1*1 convolution to combine the outputs the depth-wise convolution. This method provided a promising future of applying light-weight and high-efficient deep neural network on mobile devices. [7] proposed a more powerful light-weight deep neural network by using point-wise group convolution and channel shuffle.
However, the bottleneck of these methods mentioned above are not accurate as larger one. Al-though
the division decreased the computation, it still lost many information.

7.3.2 Channel Pruning

Pruning channels is simple but challenging because removing channels in one layer might dramat-ically change the input of the following layer. Recently, training-based channel pruning works [52, 52] have focused on imposing sparse constrain on weights during training, which could adaptively determine hyper-parameters. However, training from scratch is very costly and results for very deep CNNs on ImageNet have been rarely reported. Inference-time attempts [53, 53] have focused on analysis of the importance of individual weight. The reported speed-up ratio is very limited. [54] propose a new inference-time approach for channel pruning, utilizing redundancy inter channels, based on LASSO regression.

Theoretically, for VGG-16, the method proposed by He et al. [54] achieve $4 \times$ acceleration with 1.0% increase of top 5 error. It could also speed up ResNet-50 and Xception-50 by $2 \times$ with 1.4%, 1.0% accuracy loss respectively. But it remains to be seen whether this method is robust and really works well in practice.

7.3.3 Using CNNs Model Without Pretraining

Although knowledge distillation works when we only have a small/medium dataset, it is not very elegant and robust in some degree. Nowadays, almost all the mainstream neural network models are pretrained on ImageNet or some other datasets. In order to accelerate the training procedure, we may need to using CNNs model without pretraining. Shen et al [55] proposed DSOD, which attempts to learn deeply supervised object detectors from scratch.

But this paper didn’t describe the detailed information about it so far, thus leads to the confusion whether the fancy result was trained from scratch. Meanwhile, no convincing comparasion was conducted between this method and well pretrained models.

7.3.4 Model Architecture Generation Directly on the Dataset of Interest

A great neural network architecture may heavily rely on the fine-tuning to reach a state-of-the-art performance, which is really tricky. Whether we can generate model architecture directly on the dataset of interest is a really fancy direction. Barret et al [56] proposed a new method to automate this engineering process by learning the model architectures directly on the dataset of interest. When evaluated at different levels of computational cost, accuracies of networks constructed from the convolutional layers exceed those of the state-of-the-art human-designed models.

However, whether this work can be very fast at inference-time remains to be seen. Meanwhile, It really too costly for it to used 500+ GPUs to train a automatic generated model.
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