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Multivariate time series
Untilnow weconsideredonlyunivariate timeseries methodsi.e we'vebeenforecasting a singlevariable usingonly its own
history
Now imagine you havedata on othervariables collected for
thesameduration and at the same frequency as the response
series If these other variables are correlated with the
response we may exploit that relationship by using
multivariate time seriesmodelsThis may result in more
accurate forecasts
Depending onhow wewish to treat this external information
determines which modeling approachto take

If we treat thesevariables as exogenous i e they
influence the response and not the otherway around
we can fit SARIMAX models to account for this relationship

I exogenous
Example Daily BARTridershipmaydepend on daily

weather
If we treat thesevariablesas endogenous i e they
influence the response and the response influence1them
we can fit vector autoregression VAR models to
simultaneously account for all of thesedependencies
Example Daily closingprices of AMIN anddaily

closing prices of APPL
If we wish to treat somevariables as exogenous and
someas endogenous we can use VARXmodels



SARIMAX Models
A SARIMAX Model canbe thoughtof as a SAMMAmodel plus
explanatory variables TO begin consider an ARMAX Pig
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what Xr lookslikeHere Xa t is an explanatory time usingcrosscorrelatio
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If Yt is not stationary we simply
difference as is appropriate and this differencing
also gets applied to the exogenous variables Depending
on the type ofdifferencing this gives rise to ARIMAXandSARIMAX models
In order to forecast SARIMAXmodels you need future
values of the exogenous variables or predictedvalues
of them

The main limitationoftheSARIMAX model isthefact that it
ignores the possibility that Yt may influence9 1 3 Kel 2 yr
Accounting for directions of influence may provide more accurate
forecasts

Vector Autoregression
In this framework all variables are treatedsymmetrically and
so if there are r variables under consideration we denote
themby Yi t Ya t 9Yr t This methodologyprovides
an equation for each variable and the number of lags
considered is referred to as the orderp
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Using this vector matrix notation the VARep model can be
more succintly written as
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Example VARCI with twovariables
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Then It It A It t EI yieldsexactly
the sameset ofequations as definedin H



Break
Estimation of theparameters is carriedout via Leastsquares
Minimization separately for eachequation In total there are
2 rt Pr2 Parameters which can become very complicated Thus
Choosing p and or r to be small is Preferrable

Orderselection is based on predictive accuracy and or goodness
of fit

A VARMAmodel exists but due to its complexity it is not
widelyused in practice

wedon'thaveto doanydifferencing here weare exploiting
allthosevariables
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