
















































Date Tuesday November27 2018

Project description
write a report for an audience that
has no technical timeseries knowledge

Group 1.9 Tianqi Wang
Yihan Wang
JonRoss Presta

December9th Nathaniel's birthday
December 4th SomeCanadianstatue'sanniversary

Alsoproject isdue
4 Also FinalExam
Also MSDSHolidayParty to let loose

Exponential smoothing techniques
Holt Winters methodology

lowercase
Theobjective is to Predict Ynth given the observed
history9ya ya yn Of observations up to time point n
Using exponential smoothing techniques we do so by using
a set of recursive equations that do not require anydistributionat assumptions
We will use differentsets of recursive equations depending on
whether the data has

1 no trend t no seasonality t singlelSimple Es SES

21 trend t noseasonality doubleES DES

3 trend t seasonality t TripleESCTES
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i SingleExponentialSmoothing
Level Equation At Nyt t t Nat i 01411 and 90

f
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Ytti anything
butTis

This iscommonly referred to commonly
as an exponentially weighted chosen
moving average ENNA

4 here is the smoothing constant
If 4 0 then at do it in whichcase our
prediction is a constant straightline Extremesmoothing
If d i then at Yt which Provide no smoothing
Shiftingtoday7tomorrow
SO small a providemore smoothing and large
4 provide less

4 0.2 is typically a good choice but an optimal
value of 9 canbe determinedfrom the data Specifically
I can be chosen as the value that minimizes
one step ahead Prediction error

I et He 4712
c

forecast equation Ftth at for ha1,2 3
I flat line
predictingthemean
it makessensebecausenotrend

noseasonality

wheredoestheEWMAcome from
At NYT t l d at i

x Yt t l a d Yt i t l l d At 2
RY t t al l a Yt i t CI a 2 at 2
X Yt t 9 l d Tt i t CI al 2 9 Yt 2 t c 4 at 3
44t t d l 2 Yt i t 4 l d 2 Yt z t Ci d 3 at 3
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a Ci Hitt i a a a 1 1

From thisformula we can see that at is literally an
exponential weighted moving average Wealsosee now
why the choice of ao doesn't matter

2 Double Exponential Smoothing

Level Equation at LY t t l a at i t bt i
I weightedaverage

oftheoblevedvalueat timet and its correspondingpredicts0
from timepoint t l

Trend Equation bt flat ae t l f beIweightedaverage ofcurrent
observationsandpreviouspredictsoftrend

Forecast equation Ftth at th bt for h i 2,3
trendtofold linearly

hand of here are smoothing Parameters both in 20,13
where smaller values providemore smoothing and large
values provide less
BothParameters maybe estimated byminimizing the
squared error loss function t



3 Triple Exponential Smoothing weightedaverage
OfSeasonallyadjustObservationanditsnon seasonalforec

Level Equation At a Yt St m t l 9 Cat it bt K

Trend Equation bt flat ae t l f be previous
atoday tireper

Seasonal Equation a St 814T at i bt i t l 8 St m

forecast equation Ftth At th bt t Stth m forh 1,43

weightedaverage betweenthe current
seasonalindexandthe seasonalindex ofthesameperiod of the previous season

a r are smoothing parameters in EO I which
behaveas usual and M istheperiod of the seasonal effect

this formulation is referred to as additive but
when heteroscedallicity is present we may opt to use
the multiplicative version

4 at d Yt t l 9 Cat t bt iStm
bt place at i t l P bt i
St r Tt t l g St m

At i t bt i

Ftth at thbt Stth m


