PSET 10. SOLUTIONS

Problem 1. a) This is identity transformation and so is obviously linear;

b) We have T(A-v4+p-u) = T(A-v1 +p-up, Ao+ p-uz)) = A-vp +p-up, A-op +p-ug) =
A (vi,v) + p (ug,ur) =X -T(v) 4+ p-T(u), so T is linear;

c¢) Analogously to b) T(A-v+p-u)=X-(0,v1) +p- (0,u1) =A-T(v) + p-T(u), so T is linear;

d) Is not linear, since 7'((0,0)) = (0, 1) is not zero, but 7°((0,0)) = T(0 - v) for any v and if T is linear
T(0-v)=0-T(v) =0 (zero vector), so T' is not linear;

e) TA-v+pu-u) =T((ANvi+pu, Nvatpug)) = Avy+p-ug —(Avatp-ug) = X (vg —vg)+p- (ug —ug) =
A-T(v)+ pu-T(u), so T is linear

Problem 2. a) True since (A7)T = 4;

b) True, since AT is a 0 matrix if and only if A is (you can also see this by applying 7 to both sides of
the equation AT =0: A= (AT)T =0T = 0);

¢) True. To find a matrix B, such that BT = A for a given A you can take A7, then (A7)T = A (and so
A is in the range of T);
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d) Not true. For A = {5 O} we have A* = [5 0 } = {5 O} = —A. Even simplier example is
given by A = 0.
Problem 3. We need to find the matrix A such that
(I | | |
Vi Vo V3 A= )\1V1 )\2V2 >\V3
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This matrix is unique (since V.= | vy vy vg| isinvertible) and one can easily seethat A= | 0 A2 0
. 0 0 X

fits.
Problem 4. Let X be the transformation matrix we are looking for. We have the following equation on
X:
UX = AV.
We also have A = UXVT (SVD decomposition), putting this into the above equation we get

UX=UXVTV=UL <= X=X

So the tranformation matrix for these input and output basises is given by X.

Problem 5. In both parts we need to find a matrix A = [ZH 312} such that
21 Q22

. | |
V|1 V‘z A= T(Tﬁ) T(rz)

In other words the coefficients of A are given by the coefficients of T'(v1) and T'(v2) in the (unique) expression

as a linear combination of the basis vectors v, ve: T(v1) = a11-v1 +ao; - vo and T'(ve) = a1 - vi + ass - Vo.
a) We have T'(v1) =0=0-vi +0-vy and T'(vy) =3vi =3 -vi +0- vy, 50 A = 8 ?) ;

b) From T'(vy) = vy and T'(vi + va) = vq we get T'(ve) = T((vi + va) —v1) = T(vi + v2) = T(vy1) =

vi—vi=0.S0T(vi)=vi=1-vi+0-vyand T(va) =0=0-vy +0- vy, and we get A = [(1) 8]



Problem 6. We identify the space of polynomials of degree < 3 with R* where the polynomial f(z) =

ai
a1 +ag -+ asz - 22 4 a4 - 23 corresponds to a vector v = 22 . This way the basis 1, x, 22, 2% corresponds
3
as
to the standard basis of R* and we have dx act as
d
—(1)=0=0-14+0-24+0-22+0 2
dr
d 2 3
d—(m):1:1~1+0~x+0'x +0-z
i
d
—(2*)=2-2=0-1+2-2+0-22+0-2°
dx
d
d—(x?’):3-x2:0~1+0-x+3-x2+0-x3
x
01 0 O
. L 0 0 2 0
So the matrix of the tranformation is given by 00 0 3
0 00 O

Problem 7. Analogously

S
=

)=1=1-140-24+0-22+0-23
Tx)=x+1=1-1+1-24+0-22+0-2°

T(x2)=(x+1)2—1 1+2-2+1-224+0-2°
T =(x+1)*=1-1+3-2+3-2°+1-2°
1 1 11
01 2 3
So the matrix of the tranformation is given by 00 13
0 0 01
Problem 8. 1. No. T'(ev) = vl = T'(v) which is not equal to ¢T'(v) unless ||c|| = 1.
2. Yes. We have cv = (cvy, cvg, cu3), s ( V) = cvy + cvg + cvg = c(vy + v2 4+ v3) = cT'(v).
3. Yes. We have cv = (cvy, cvg, cvs), s ( v) = (cvy, 2¢v9, 3cvs = c(vy, 209, 3v3) = cT'(V)

4. No. Take v = (1,0,0), then T'(v) =1, but T(—v) =0 # —1



