


왕초보를 위한 NN

https://youtu.be/BR9h47Jtqyw
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https://en.wikipedia.org/wiki/Sigmoid_function



https://www.quora.com/What-is-the-role-of-the-activation-function-in-a-neural-network-How-does-this-function-in-a-human-neural-network-
system/answer/Sebastian-Raschka-1?srid=5REb









5x+-2y-(-8) = 0

7x+-3y-(1) = 0

7x+5y-(-6) = 0













Dropout

Regularization

Activation Functions

Batch Normalization

Learning Rate Decay


